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1. Introduction

The fields in which chemistry may have a fundamental role
are increasing in number, and it is becoming more and more
difficult (though stimulating) for synthetic chemists to cope
with requests of new compounds with highly sophisticated
properties. The movement from simplicity to complexity in
molecular chemistry is one which cannot be stopped, and
supramolecular chemistry is just one clear example of that.[1]

The last few years have seen the opening of many new
research fields in which molecular materials have been
forced, through chemical ingenuity, to acquire properties
which are associated with classic inorganic materials. Perhaps
the most convincing evidence for this has been the develop-
ment of purely organic materials, which behave as conductors
and superconductors. In addition, organic materials, because
of their photorefractive and nonlinear-optical properties, are
now even used to make lasers.[2,3]

Magnetism is certainly one of the fundamental properties
of matter, inextricably associated with electrical properties,
and molecular magnetic materials have recently become a hot
topic, thanks to the efforts of many research groups. In
particular the role of a pioneer of the field, the late Olivier
Kahn, must be recognized.[4,5] One of the main difficulties in
developing molecule-based magnets is that bulk magnetism is
intrinsically a three-dimensional (3D) property in that only if
a 3D lattice of interacting magnetic centers is assembled may
the material show spontaneous magnetization below a critical
temperature. The problem with molecular materials is that
the design of genuine 3D connected lattices is not obvious,
because the intrinsic low symmetry of the individual mole-
cules tends to favor 1D or 2D arrangements. Here the
difference between molecular magnets and conductors is
striking, because for conductors exciting properties can be
found even if 1D arrangements of individual molecules are
obtained in the solid state. However, this has not scared the
synthetic chemists and genuine room-temperature molecule-

based magnets are now available. The field has been well
reviewed in recent years and the interested reader is
addressed to the cited literature.[6±9]

The difficulties in forming 3D magnets with molecular
materials have been turned into advantages when it was
realized that oligonuclear compounds, comprising a large, but
finite, number of magnetic centers may have unique magnetic
properties which have made them almost ideal systems for
observing quantum size effects in magnets.[10±14] The magnetic
centers can be transition-metal or rare-earth ions, or even
organic radicals. The observation of quantum phenomena in
mesoscopic matter[15] provides, in principle, confirmation to
the so-called Copenhagen interpretation, which assumes that
there is a continuous transition from the field of small objects,
where quantum mechanics is required, to macroscopic
objects, where classical physics operates well. Materials the
properties of which are intermediate between classical and
quantum nature, or where there is coexistence of the two, may
be used for completely new types of devices. A particularly
interesting field is that of quantum computing,[16] where
information can be handled taking advantage of quantum

Molecules comprising a large number of coupled paramagnetic
centers are attracting much interest because they may show
properties which are intermediate between those of simple para-
magnets and classical bulk magnets and provide unambiguous
evidence of quantum size effects in magnets. To date, two cluster
families, usually referred to as Mn12 and Fe8, have been used to
test theories. However, it is reasonable to predict that other classes
of molecules will be discovered which have similar or superior
properties. To do this it is necessary that synthetic chemists have a
good understanding of the correlation between the structure and
properties of the molecules, for this it is necessary that concepts
such as quantum tunneling, quantum coherence, quantum oscil-
lations are understood. The goal of this article is to review the
fundamental concepts needed to understand quantum size effects
in molecular magnets and to critically report what has been done
in the field to date.
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effects. Research is very active in this field, on systems
ranging from the NMR of molecules[16] to Josephson junc-
tions.[17] In principle it is also possible to consider magnets in
this perspective,[18] as these have long been suggested to give
rise to quantum effects in mesoscopic objects.

At the beginning of the 1990s it was discovered[19,20] that a
molecule, comprising 12 manganese ions, and characterized
by a ground state with S¼ 10, [Mn12O12(CH3COO)16(H2O)4]
(Mn12ac),[21] shows slow relaxation of the magnetization at
low temperature (of the order of months at 2 K). Under these
conditions a single molecule becomes like a tiny magnet, in
the sense that if magnetized by an applied field it retains the
magnetization for days. In fact it gives rise to magnetic
hysteresis, which is one condition for storing information in a
particle. Under this respect therefore Mn12ac behaves like a
classical magnet. However, it is still small enough to also show
large quantum effects. In fact Mn12ac, and other molecules
which have since been investigated, provide the best examples
to date of the observation of quantum effects, such as the
tunneling of the magnetization, in magnets. These molecules
are now often called ™single-molecule magnets∫[22] (SMMs).
The name itself is not correct, because to have a magnet it is
necessary to have an infinite number of coupled centers, but is
evocative, and in our opinion it can be used provided the
above caveat is taken into consideration.[11, 23]

Herein we wish to review the current state of the art in the
field of SMMs, and in particular highlight the numerous and
complex quantum phenomena that can be observed in this
new class of molecular materials. The field of SMMs is an
interdisciplinary one, where many papers are published in
physics and chemistry journals. To design new classes of
molecules with enhanced SMM properties the chemical
community must be aware of the development of the physical
treatment of SMMs. Thus, the reader must be prepared to
digest a little quantum mechanics; we will try to provide the
basic introduction, in as brief and clear a form as possible.

2. Quantum Tunneling and Quantum Coherence

It all started with Schrˆdinger©s cat: the poor animal was
the first macroscopic object for which quantum phenomena

were envisaged as possible, and the
agonizing result was that it remained
uncertain whether it was alive or
dead. More seriously, macroscopic
objects may be stable in two different
states, but they can have only one
state at a time. If we consider a ball in
a container characterized by two
wells (Figure 1a), it may be either in
the left or in the right well, but once a
choice is made it is clear that its state
is described for instance by the state-
ment: the ball is in the right well. It
can change its state, by overcoming
the barrier DB separating the two
wells, and then roll down into the left
well. A quantum object on the other hand has also a wave
nature, and if the wavefunction of the left-hand particle
extends over to the right-hand well, and vice versa, the state
of the particle must be described by a superposition of the two
states. Since the wavefunction of the left well extends to the
right wall with a nonzero value, the probability of observing
the left ball in the right well is different from zero: therefore
the ball can be both in the right- and in the left-hand well. It is
as if the particle could pass from left to right without climbing
the barrier, but tunneling; the effect is in fact called quantum
tunneling, and is one of the most typical manifestations of
quantum mechanics. Some typical examples are observed in
small molecules, such as ammonia, where the inversion of the
NH3 bonds occurs exactly with this mechanism. Hydrogen
tunneling has been observed in enzyme catalysis,[24] and
recently also in a hydrogen-bond network containing ca-
lyx[4]arene molecules.[25] There is no theoretical limitation
that in principle forbids observing quantum effects in larger
particles, although it is known that the tunneling probability
scales exponentially with the barrier height and the particle
mass. Therefore it is expected to be most observable in small
particles and at low temperatures.

The actual possibility of observing tunneling depends on
the extent of the interaction of the two wavefunctions. In fact,
if the two wavefunctions overlap there must be an interaction
between them which splits the two degenerate levels in the
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Figure 1. Tunneling in a
double well system.
a) Noninteracting
states; b) interacting
states giving rise to tun-
nel splitting DT.
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left and right well, giving rise to a so-called tunnel splitting,DT

(Figure 1b). One of the two coupled levels is of lower energy
than the degenerate levels, while the other is of higher energy,
exactly like a pair of bonding±antibonding levels in elemen-
tary MO theory. The possibility of tunneling is related to the
relative energies of the tunnel splitting and of the barrier. The
smaller the ratio between the two the smaller the possibility of
observing tunneling.

So far we have considered the system of the particle in the
two wells as completely separated from the environment. This
is clearly an approximation, because the interaction with the

environment can be minimized, but not
completely eliminated. If the particle is
localized in a metastable state (Fig-
ure 2), it can tunnel out of the metasta-
ble state. No energy is involved if the
particle is isolated from the environ-
ment, whereas coupling to the environ-
ment means that the particle loses
energy with the tunneling (as shown by
the arrows in Figure 2). The interactions
with the environment will tend to local-

ize the particles, because the interactions will make one well
more ™attractive∫ than the other (that is, reduce the energy of
one of the wells). In the case of strong coupling with the
environment, which means that this interaction is much larger
than the tunnel splitting, the particle will stay localized in one
of the two wells, and will not tunnel. For intermediate
coupling the particle can tunnel, but jumping incoherently
from one well to the other. This means that one particle will
tunnel, and localize for some time in the other well, and then
tunnel again, but in an irregular way. The third case is that of
weak coupling when the tunnel splitting is large compared to
the interaction with the environment, and the particle
oscillates coherently between the two minima. The conditions
for observing coherent tunneling are severe. Evidence for
coherent tunneling is the observation of energy absorption at
a frequency corresponding to the tunnel splitting. In the
above experiment of calyx[4]arene a peak was observed in the
proton-spin lattice-relaxation rate at a field corresponding to
the tunneling frequency of 35 MHz.[25]

In the above discussion we did not take into account the
origin of the interaction between the two wavefunctions. It is
apparent that in the description we have made some implicit
assumptions: 1) that an unperturbed Hamiltonian, h0, gives
the initial description with the two equivalent wells, 2) a
perturbation Hamiltonian, h1, is added which couples the
two separate states and removes the degeneration, 3) a
Hamiltonian describing the interaction with the environment,
h2, is needed [Eq. (1)].

h ¼ h0 þh1 þh2 ð1Þ

The actual form of the three relevant Hamiltonians will
depend on the nature of the system taken into consideration.
In this article we will be focussing on magnetic systems,
therefore we will limit the description to such systems.

3. Magnetic Relaxation in Systems with Large Spin

Let us consider a system with a well defined ground spin
state, characterized by a large value of S (for example Mn12ac
with S¼ 10). The unperturbed Hamiltonian includes the
effect of an external magnetic field parallel to the unique axis
of the cluster and of its axial splitting as a result of crystal-field
effects. At this level of approximation only the second-order
crystal-field effects will be included. Therefore, for the
discussion we wish to develop,[26] the h0 Hamiltonian can
be written as Equation (2) where D is a negative constant for
the system of interest and Hz is the magnetic field strength in
the z direction. D is one of the parameters of the so-called
Zero Field Splitting (ZFS) because it removes the degeneracy
of the S multiplet.

h0 ¼ D ½S2
z�SðSþ 1Þ=3� þ g�B Hz Sz ð2Þ

The energies of the spin levels corresponding to h0 are in
fact easy to calculate as given by Equation (3), where �S�
MS� S.

EðMSÞ ¼ D ðM2
S�110=3Þ þ g�B MS Hz ð3Þ

The energy levels can be plotted as shown in Figure 3a.
When no external field is applied all the levels are degenerate
pairs, except MS¼ 0. Since D is negative the MS¼	 S levels
will lie lowest. In Figure 3 the states with positive MS are
plotted in one potential well, and those with negative MS in
the other. This formalism is an extension of that commonly
used for superparamagnets (see below).[27] A system like this
is characterized by magnetic anisotropy along the ™easy axis∫,
which means that the magnetization is preferentially oriented
parallel to the z axis.

Figure 2. Tunneling
from a metastable
state.

Figure 3. Energy levels for a spin state S with easy axis magnetic aniso-
tropy. The þ M levels are localized in the left well and the �M levels
in the right well. a) In zero field the two wells are equally populated;
b) the application of a magnetic field selectively populates the right
well; c) after removing the field the return to equilibrium occurs
through a series of steps.
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When a field is applied parallel to the z axis the levels
characterized by a positive MS correspond to a projection of
the magnetization antiparallel to the field, while those with
negative MS correspond to magnetization parallel to the
applied external field (Figure 3b). The separation in zero field
between the jMS j and jMS�1 j levels is given by (2 jMS j
�1) jD j . The system can be prepared in a magnetized state
by applying a magnetic field parallel to the z axis. If T is low
and Hz large the MS¼�10 state will be the only one
populated and the magnetization reaches the saturation
value. When the field is removed the system must go back
to thermal equilibrium (™relaxation∫; Figure 3c). This means
that at the equilibrium half of the molecules must be in the
MS¼�10 and half in the MS¼þ 10 state, with no resulting
magnetization. The relaxation (the return to the equilibrium)
can be monitored by measuring the magnetization as a
function of time (M(t)). For a simple system this occurs with
an exponential decay [Eq. (4); t¼ relaxation time].

MzðtÞ ¼Mzðt ¼ 0Þ expð�t=�Þ ð4Þ

The relaxation process is made possible by the coupling of
the spin system to the environment. An important source of
coupling is the spin-phonon interaction, which originates
from the perturbation of the crystal field induced by lattice
vibrations. The spin-phonon Hamiltonian contains terms
quadratic in the spin operators.[28, 29] Therefore, the allowed
transitions are from a state jMSi to jMS	 1i and jMS	 2i.
However, for the sake of simplicity we can consider only the
terms that connect jMSi to jMS	 1i. In particular, by
coupling to vibrations (phonon coupling) a given molecule
can change its state from MS¼�10 to MS¼�9 by absorbing
one quantum which corresponds to the difference in energy
E(�9)�E(�10). The process can be repeated to go to MS¼
�8, thenMS¼�7, until MS¼ 0 is reached. From this state the
spin can lose its energy by emitting phonons, that is, exciting
vibrational modes of the lattice, to reach the MS¼þ 10 state,
or to return to the MS¼�10 state. The theoretical expression
for the relaxation rate requires the calculation of the
transition probability, gqp, from one state, with MS¼p, to the
other, with MS¼ q, mediated by spin-phonon coupling Vpq.
After some approximation the transition probability can be
expressed as Equation (5) (for E(q)>E(p)) and Equation (6)
(for E(q)<E(p)).[29]

�qp / jVpqj2½ðEðqÞ�EðpÞ�3½1�expððEðqÞ�EðpÞÞ=kTÞ��1 ð5Þ

�qp / jVpqj2½ðEðpÞ�EðqÞ�3½expððEðpÞ�EðqÞÞ=kTÞ�1��1 ð6Þ

The transition probabilities in Equation (5), which corre-
spond to increasing the energy, become extremely small at
low temperature. The probability per unit time, to go to the
top of the barrier, is proportional to the product of the
exponentials exp((E(q)�E(p))/kT), of the individual ladder
steps to go from MS¼�10 to MS¼ 0, which in a weak field
corresponds to exp((E(0)�E(�10))/kT). The quantity
E(0)�E(S)¼DE corresponds therefore to a barrier to be
overcome in the relaxation process. By writing a set of master

equations, where the variation per unit of time of the
population M is related to the transition probabilities, Villain
et al.[29] have obtained the Equations (7a,b) for the relaxation
time t in the limit kT!DE and a weak magnetic field, where
1 is the speed of sound in the material and c is the speed of
light in a vacuum.

� ¼ �0 expð�E=kTÞ ð7aÞ

�0 ¼
2�
3
�h2�c5

jV10j
S2

�E

� �3

ð7bÞ

The spin-phonon matrix element in t0 is V10 because the
last step in climbing the barrier is the slowest one, thus
determining the rate of the entire process. The relaxation rate
therefore follows the Arrhenius law, where the barrier DE is
the difference in energy between the MS¼	 S states and the
highest one(s), that is �DS2 for integer spin and �D(S2�1=4)
for half-integer spin values.

This behavior is the same as that observed for super-
paramagnets (classical magnetic particles). These are small
particles of bulk magnets, in which the magnetic anisotropy is
comparable to the thermal energy.[27] Actually they can be
considered as systems with extremely high S (of the order of
103 or larger). The main difference to our S¼ 10 system is that
the energy levels within the potential wells of the super-
paramagnets give rise to a quasicontinuum. Another impor-
tant consequence of the theoretical treatment of the pre-
exponential factor t0 is that it is expected to be proportional to
[S2/DE]3 and therefore t0/ jD j �3. However, for a given DE
barrier the higher the value of the spin S the longer the
relaxation time. Therefore, rather expectedly, the strategy to
observe a long relaxation time is that of synthesizing clusters
with large spin S and large zero-field splitting.

4. Spin Tunneling: Zero-Field Case

At low temperature only the degenerate MS¼	 10 levels
will be populated, but, as long as the Hamiltonian h0

[Eq. (2)] is valid the two states are orthogonal to each other,
and there is no possibility of tunneling. In principle, since the
two states are degenerate, every linear combination will be an
eigenfunction of the system. But to observe tunneling the two
functions must be admixed by some suitable perturbation.
Therefore, if we want to observe tunneling we must introduce
the perturbation Hamiltonian h1 that allows the mixing of
the two states. The tunneling process involving otherwise
degenerate levels is named resonant tunneling.[30±32]

From the physical point of view it is possible to think of a
distortion which removes the axial symmetry that we have
assumed for h0. This situation corresponds to the introduc-
tion of an anisotropy in the xy plane, or, as it is often called, a
transverse anisotropy. A convenient form for the h1 Ham-
iltonian is Equation (8) where E is a parameter, which,
without loss of generality,[33] is limited to be 0� jE/D j � 1=3.

h1 ¼ EðS2
x�S2

yÞ ð8Þ

R. Sessoli and D. GatteschiReviews

272 Angew. Chem. Int. Ed. 2003, 42, 268 ± 297



In the case considered so far, if E is positive the spins in
the xy plane will try to avoid the x axis, which is called the
hard axis, while y is the intermediate axis. The Hamiltonian
h1 does not commute with h0, therefore the eigenstates of
the full Hamiltonian h¼h0þh1 are an admixture of jMSi
states, also with different sign of M. The wavefunction is
therefore partially delocalized on both wells and this may give
rise to tunneling. However, Equation (8) directly couples
states differing in MS by 	 2. Therefore in first-order
perturbation theory MS¼þ 10 admixes with MS¼þ 8, and
MS¼�10 with MS¼�8, but no admixture of MS¼þ 10 and
MS¼�10 is possible at this level of approximation. Of course
MS¼þ 8 is coupled to MS¼þ 6, and this to MS¼þ 4, etc.
Therefore an admixture is possible for the MS¼	 10 states,
but only at the tenth order in perturbation theory and the
tunnel splitting DT of the MS¼	 10 levels will be extremely
low. Matters are different for the higher energy levels where
for instance the MS¼	 2 levels are split in second-order
perturbation theory.

The energy levels appropriate to the Hamiltonian, which
include the transverse anisotropy term [Eq. (8)], can be easily
calculated by diagonalizing the 21 î 21 matrix of the 2Sþ 1
states. The results are plotted in Figure 4, which shows the
energy levels in the presence of an applied magnetic field
parallel to the z axis, the so-called easy axis, where the largest
magnetization is observed. It is apparent that for small values
of E/D the highest energy levels begin to split even in zero
field, while the lowest-lying levels remain essentially degen-
erate, which confirms the above qualitative discussion. For the
lowest-lying levels a perturbation description is still appro-
priate, while for the highest energy levels it loses significance.
However, since we are interested at the behavior at low
temperature, where only the lowest-lying levels will be
populated, the perturbation approach remains valid.

The MS¼	 1 levels (remember that this notation is
rigorously meaningful only for E/D¼ 0 because with E 6¼ 0
states with different MS will be admixed) show the largest
splitting (insert in Figure 4), followed by the MS¼	 2 levels,
while all the others remain essentially not split. On increasing
the transverse anisotropy further, matters become more
complex on the high part of the graph, because of the
extensive mixing of the levels. An interesting feature is that
new quasidegeneracies are established, which show up clearly
at the E/D¼ 1=3 limit. The levels become symmetrically
spaced, with one isolated level at 0, and quasidegenerate
pairs at 	 (5.3686, 6.8491)D, 	 (16.95728, 17.12642)D, 	

(30.48692, 30.49622)D, 	 (46.16872, 46.16898)D, 	
(63.93715, 63.93715)D. The observed degeneracies of the
levels are accidental, and also for the two pairs for which it
seems to be so it is only matter of the number significant
digits. Any pair of quasidegenerate states on the top of the
barrier is an admixture of odd and even jMSi states.
Therefore the states of a pair can be considered as orthogonal
to each other, in contrast to the quasidegenerate states in the
lower part of the barrier. What is certainly real is the
symmetrical disposition around 0.

It is apparent that the larger jMS j the smaller the
splitting. For these levels the description of the splitting as
tunnel splitting is appropriate. It must be remembered here
that the tunnel splitting is zero for systems with half integer S
as the transverse term of the anisotropy [Eq. (8)] does not
admix the ground states. These states are degenerate as
predicted by the Kramers theorem,[34] according to which the
minimum possible degeneracy of the states of odd-integer
spin systems is two. Therefore, in principle, no tunneling is
possible for a system with half-integer spin in rigorously zero
field.

The split levels can, to a good approximation, be ex-
pressed as Equations (9a,b) where the j s*i functions are
localized states provided by perturbation theory at orders
lower than S.[26]

j0i ¼ ½j�10*i þ j10*i�=
ffiffiffi
2

p
ð9aÞ

j1i ¼ ½j�10*i�j10*i�=
ffiffiffi
2

p
ð9bÞ

In fact the calculation of the tenth-order perturbation may
be very difficult, and an intermediate possibility is that of
including perturbation say up to fourth or sixth order to have
an acceptable approximation to the ground state. The
amplitudes of the wavefunctions given in Equations (9) are
very small through the potential barrier and large on both
sides. This situation is similar to the conditions met in the
tunneling of a proton in a hydrogen bond.

Tunneling may occur not only between the lowest-lying
states MS¼	 S, but also between pairs of degenerate excited
states.[35±41] This phenomenon is called the phonon-assisted (or
thermally activated) tunneling mechanism, as phonons need
to be adsorbed to populate the higher MS states involved in
the tunneling process. This mechanism is very important at
intermediate temperature because the tunneling frequency is
expected to increase on decreasing jMS j . It offers therefore a
shortcut for the relaxation of the molecules. In principle a
molecule may not need to go over the maximum of the barrier
even at relatively high temperatures, but may find a shortcut
and tunnel (Figure 5).

The process of phonon-assisted tunneling relaxation is
more complex then depicted in Figure 5. It has indeed some
analogies with an electric circuit[37, 38] with the transition
probability represented by resistances/impedances and the
population of the jMSi states represented by voltages. There
are many paths for the current to flow through the circuit just
as there are many paths for the system to relax, but some of
them contribute very little to the overall process. Moreover,
their contribution changes with the temperature because the

Figure 4. Energy levels for a spin state S¼ 10 as a function of an axial
magnetic field. Left: E/D¼ 0.01; center: E/D¼ 0.1; right: E/D¼ 1=3,
D¼ 0.1 cm�1.
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population of the states as well as the phonon spectrum
changes. A clearly visible effect of this admixed process is the
fact that the height of the barrier experimentally measured for
Mn12ac is smaller than that calculated as the energy differ-
ence between E(0) and E(�10).

In a coherent tunneling process the wavefunction, which
initially is prepared to correspond to the localized j �10*i
state, should indefinitely oscillate as in Equation (10).

j	ðtÞi ¼ j�10*i cosð!T tÞ þ j þ 10*i sin ð!T tÞ ð10Þ

In incoherent tunneling on the other hand the spin goes
from the j �10*i state to the j 10*i and stays there. In this
process energy is exchanged with the environment. The
damping of the oscillations described by Equation (10) must
be associated[42] with: 1) the dipolar interaction of the spins of
one molecule with those of the other molecules, 2) the
interaction of the electron spins with nuclear spins present
in the molecule. The dipolar interactions produce fields of a
few-hundred Oersted. The hyperfine interactions depend on
the nature of the nuclei present in the molecule. For instance,
in Mn12ac there are twelve 55Mn nuclei, each with spin I¼ 5=2.
These may give rise to fields of a few-hundred Oersted.

The low symmetry effects in a given multiplet will be
limited to the terms of Hamiltonians in Equations (2) and (8)
only if the S value is smaller than 2, otherwise other even-
order terms must be added to the Hamiltonians. The first
higher-order terms to be introduced are the fourth-order
ones.[28] For a spin S¼ 10, in principle, all the even-order terms
up to 20 should be included. It is clear that the number of
parameters to be introduced in this way becomes absolutely
impossible to control, and quite often a conservative ap-
proach is used, in which only the minimum number is used. In
general one starts with the second-order terms, then, if some
experimental data cannot be fit, the fourth-order terms are
added. We are aware of only one case where terms higher
than four have been explicitly taken into account.[43,44] The
higher-order terms take a standard form, which can be used
also for the second-order terms, using the so-called Stevens
operator equivalents �n,kB

k
nO

k
n

[28] where the Bk
n are parame-

ters to be obtained from the analysis of experimental data and
Ok

n are operators of power n in the spin angular momentum.
The value of k is restricted to 0� k� n. The k values to be
included depend on the symmetry of the system and on the
quantization axes used to define the basis set. For tetragonal
symmetry k¼ 0 and 4 are allowed, for trigonal symmetry k¼ 0
and 3. For C2 symmetry k¼ 0, 2, 4 will be needed. The k index
operators couple MS states differing by 	 k. The operator
equivalents of the fourth order are given in the Appendix.

Contrary to the second-order terms the fourth-order terms give
rise to a splitting of the S multiplets even in cubic symmetry.
The k¼ 0 term does not remove the degeneracy of the 	MS

levels, but simply changes the separation between neighboring
levels. The k¼ 4 terms tend to remove the degeneracy of the 	
MS levels, introducing a 458 asymmetry in the xy plane. A
positive value for B4

4 places the hard axis along x and y, while a
negative value places it along the bisectors of the principal
axes. In trigonal symmetry the low-symmetry component has
k¼ 3 and the easy axes are found every 608.

5. Tunneling in Magnetic Fields

If a magnetic field is applied parallel to the z axis the
energies of theMS levels change rapidly, with a slope equal to
MSgmB (Figure 4). It is apparent that the pairs of 	MS levels
will no longer be degenerate, and the conditions for tunneling
will be lost. However, since the energy of the þMS level
increases and that of the �MSþn level decreases, they will
have to meet somewhere, restoring the conditions for
resonant tunneling. The field at which this occurs, for axial
symmetry and considering only second-order anisotropy
terms, is given by Equation (11) where D’¼D/gmB, and n¼
0, 1, 2º

HzðnÞ ¼ nD0 ð11Þ

It is easy to show that if only the axial second-order ZFS
parameter is included, all the þMS levels will cross the
�MSþ n levels at the same field. This is no longer true if
higher-order terms are included.

Another interesting feature is provided by the behavior of
the lowest-lying levels under the influence of a magnetic field
applied parallel to the hard axis. Let us focus on the lowest-
lying MS¼	 10 levels. If their separation from the other
excited states, starting from the MS¼	 9 levels, is large
compared to the Zeeman energy, their splitting in a field
applied parallel to the hard axis will be very small. However,
if one enlarges sufficiently the energy scale of the lowest-lying
levels a characteristic oscillatory behavior is noticed (Fig-
ure 6).[45±47] At zero field the two levels are split by an amount,
which depends on the E/D ratio. For the maximum value jE/

Figure 5. A possible ™short cut∫ to magnetic relaxation through tunnel-
ing between thermally activated states.

Figure 6. Energy levels of a spin state S¼ 10 in the presence of a
transverse magnetic field applied parallel to the hard axis. The inset
shows the tunnel splitting of the lowest MS¼ 	 10 pair. The curves are
calculated with D¼ �0.1 cm�1 and E/D¼ 1=3.
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D j ¼ 1=3 the separation is 2.876î 10�6 jD j . The splitting
rapidly decreases and goes to zero for Hx¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0ðE0 þD0Þ

p
,

where E’¼E/gmB, and D’¼D/gmB. Then it increases again,
goes to a maximum at Hx¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0ðE0 þD0Þ

p
, then to a

minimum (zero), and so on. The oscillations are repeated
S times, and beyond Hx¼ (2Sþ 1)

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0ðE0 þD0Þ

p
the oscilla-

tory behavior is quenched. If the analogous plot was reported
for the MS level the oscillations would be observed MS times.
In general the fields at which the tunnel splitting is quenched
are given by Equation (12) where n¼ 0, 1, 2,º, S.

HxðnÞ ¼ ð2nþ 1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0ðE0 þD0Þ

p
ð12Þ

If the energy of the states is calculated in the presence of a
field parallel to the z axis (the intensity Hz(1) of which is
defined by Equation (11)), the (10,�9), (9,�8), º pairs of
energy levels will be quasidegenerate for Hx¼ 0. If the
transverse field Hx is applied together with a Hz(1) field the
oscillatory behavior is also observed, but the points of the
maxima and minima are shifted by half a period. In fact if n is
even the fields at which the tunnel splitting is quenched are
given by Equation (12), while for odd values of n they are
given by Equation (13).

HxðnÞ ¼ 2 n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0ðE0 þD0Þ

p
ð13Þ

These parity effects have been predicted to be detectable
in mesoscopic magnets,[26, 45±50] but they were experimentally
observed for the first time in SMMs (see Section 6).[51]

6. Quantum Phenomena Starting from
Classical Physics

Up to now we have used what can be called a molecular
approach, which means we have calculated the energies of the
spin levels using quantum mechanics. However, we are also
interested in investigating the transition from the realm of
quantum mechanics to classical physics, therefore it is
interesting to also use the opposite approach, seeing if it is
possible to describe quantum phenomena from a classical
starting point. A more classical approach and its analytic
solutions have an important advantage over the quantum
mechanical one and the associated numerical methods: it
provides a simpler language. While an exhaustive treatment is
not the scope of this review and also it overwhelms our
capabilities, a description of the oscillatory behavior of the
tunnel splitting using a semi-classical approach demonstrates
the advantages of the semi-classical method.[31]

The basis to do that is to use Feynman©s path-integral
formulation of quantum mechanics. The evolution of a system
from a state x’ to a state x’’ can be represented as a path
integral [Eq. (14)][52] where the integration is done over all the
allowed paths x(t),D[x(t)] is defined by the discrete version of
the path integral, and S[x(t)] is the classical action defined
through the classical Lagrangian.

I ¼
Z
D½xðtÞ�eði=�hÞS½xðtÞ� ð14Þ

In this formalism the tunneling of a system characterized
by a two-well potential with x’’¼ a and x’¼�a (Figure 7a), is
made possible by introducing an imaginary time t¼ it. In this
way ™classical∫ paths, x1(t), become possible (Figure 7b).
These solutions are called instantons, because they differ from
the asymptotic values 	 a only for a certain ™instant∫ of time.
Evaluation of the path integral requires that all instanton
solutions, x1, x2, º, xn, are taken into account.

The use of the Feynman©s approach for a single spin is not
straightforward, because there is no obvious coordinate or
momentum representation for a spin, however, one common-
ly used procedure is that of using a transformation into
canonical coordinates with subsequent use of configuration or
phase-space path integral. In this way the tunnel behavior is
described by the phase difference between two equivalent
paths.

The instanton description has been used[51,53] to describe
the tunnel splitting of a molecular cluster, such as Fe8 (see
Section 8). It is assumed that the cluster has a large axial
anisotropy with a strong transverse component, which makes
x the hard axis. If the magnetization is prepared by saturating
along þ z axis, when the field is switched off the system must
return to equilibrium by switching to the�z axis. The rotation
will occur preferentially in the yz plane, and it can be either
clockwise or anticlockwise. When a transverse field is applied,
the two minima A and B are still connected by two paths,
which depend on the strength of the transverse field and its
orientation in the xy plane (Figure 8). If the two paths are
covered in phase there will be a reinforcement and a tunnel
splitting will result, while if they are dephased by p/2 then the
splitting will be quenched. These topological interferences are
also known as Berry phases.[54]

Figure 7. a) Reversed double-well potential for the imaginary time for-
malism; b) classical instanton solution. Modified from ref. [52].

Figure 8. Unit sphere showing the classical reversal of spin. The x, y,
and z axes are the hard, intermediate, and easy axis, respectively. The
spins point toward 	 z in zero field. The two degenerate minima A
and B (the position of which depends on the transverse field) are con-
nected by two paths, clockwise and anticlockwise. When the shaded
area corresponds to kp/S (k¼ odd integer) the two paths give destruc-
tive interference. Modified from ref. [51].
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Another approach widely used for describing mesoscopic
quantum tunneling is the so-called Wentzel±Kramers±Bril-
louin (WKB) approach.[55±59] This is an approach to find a
semi-classical approximation to the solution of the quantum-
mechanical Schrˆdinger equation and in particular how to
find its eigenstates. A modified version of this approach has
been used by Villain et al.[26] where the ground-state wave-
functions for a giant spin S in biaxial-type magnetic aniso-
tropy are approximated in the limit of a high barrier, by
assuming that the states can be effectively described only by
admixing states belonging to the same well (see Figure 3).

7. Mn12ac and Single-Molecule Magnets

7.1. Structure and Magnetism of Mn12ac

The synthesis and the structure of the first SMM was
reported by Lis[21] in 1980. The actual formula of the
compound is [Mn12O12(CH3COO)16(H2O)4]¥2CH3COOH¥4-
H2O. The possibility of formation of dodecanuclear manga-
nese acetate complexes had been suggested[60] as early as 1921
but it was only when X-ray structure determination became
routine that it was possible to clearly confirm the structure
(Figure 9). The crystal has tetragonal symmetry (space group
I�44) and the dodecanuclear cluster has S4 symmetry. It was
poetically described as resembling a snowflake,[21] but the
tetragonal symmetry of course is not appropriate to snow-
flakes. Since the molecule has tetragonal symmetry there are
three independent manganese ions, namely two manga-
nese(iii) and one manganese(iv), which are octahedral
coordinated (Figure 10). The manganese(iii) ions can be
easily recognized by the bond lengths and by the elongated
structure typical of these Jahn±Teller distorted ions. The

structural evidence is for a mixed-valence compound belong-
ing to the Class I of the Robin and Day[61] classification. This
assignment is further corroborated by the bond valence
sums,[62] which are close to 4 and to 3, respectively, for the two
types of ions. Mn1, which corresponds formally to an MnIV

center, is coordinated to five oxo ligands and to one oxygen
atom of an acetate group; Mn2, which corresponds to an MnIII

center, is bound to two oxo ligands and to four oxygen atoms
of acetate molecules, while Mn3, which is also formally an
MnIII center, is bound to two oxo ligands, three oxygen atoms
of acetate molecules, and a water molecule. All the oxo
ligands form m3 bridges. The manganese(iii) ions show the
typical elongated octahedral coordination seen in most MnIII

complexes. The elongation axis of Mn2 makes an angle of 118
with the tetragonal axis, while that of Mn3 makes an angle of
378. These values are important for the barrier to the
reorientation of the magnetization as will be discussed below.

Another important feature of the structure is the presence
of acetic acid and water molecules of crystallization. Thermo-
gravimetric studies[21] showed that loss of solvated molecules
starts at 308 K and continues up to 463 K. Above this
temperature decomposition of the compound sets in. The
acetic acid molecules of solvation lie between adjacent
clusters and close to a twofold axis and are therefore
statistically distributed between the two symmetry-equivalent
positions. They are at hydrogen-bond distances from the
coordinated water molecules and the acetate ligands, as
shown by low-temperature neutron diffraction studies.[63] In
the original crystal structure solution of Lis[21] there was some
disorder which has recently been well characterized[64]

(Figure 9) thanks to a low-temperature (83 K) X-ray data
collection. The main effect of the disorder is to reduce the real
symmetry of most molecules present in the crystals; the
relevance to the tunneling behavior is discussed in Section 7.2.

Several other carboxylate compounds were prepared, as
shown in Table 1. The acetate derivative 1 is obtained by
addition of permanganate to a solution of Mn(CH3COO)2¥4 -
H2O in water/acetic acid (2:3) through the reaction given in
Equation (15).

16Mn7þ þ 44 Mn2þ ! 5 ðMn3:33þÞ12 ð15Þ

Figure 9. ORTEP view of [Mn12O12(CH3COO)16(H2O)4]¥2CH3COOH¥4 -
H2O. The two symmetry related disordered acetic acid molecules are
differentiated through full and empty bonds. Modified from ref. [64].

Figure 10. Coordination environment of the three independent manga-
nese ions in Mn12ac. The labeling scheme is given in Figure 9.
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The reaction has an excellent yield (typically 80%). The
preparation is similar to that used for preparing manga-
nese(iii) acetate, which is a polymer containing trinuclear
units which are suspected to be involved in the mechanism of
formation of the cluster.

The other carboxylate compounds are generally obtained
by treating a slurry of the acetate derivative in a suitable
solvent with the desired carboxylic acid. A typical reaction is
that described for the preparation of the benzoate deriva-
tive.[65] Treatment of Mn12ac with a 100% excess of benzoic
acid in CH2Cl2 leads to a majority, but not all, of the acetate
ligands being exchanged. The black solid obtained, which
contains both acetate and benzoate, is further treated with a
tenfold excess of benzoic acid to give the completely
substituted derivative.

The interesting feature of the class of Mn12 clusters is that
they remain intact in solution, as shown by proton NMR
spectroscopic measurements on the acetate, propionate, and
benzoate derivatives.[66] A broad concentration-dependent
peak in the spectrum of Mn12ac is assigned to the weighted
average of bound and free water molecules, which indicates
that the ligand exchange is fast on the NMR time scale. There
are only three other resonance signals, which correspond to
the three magnetically inequivalent acetate ions, of relative
intensity 1:1:2, which indicates that the tetragonal symmetry
of the crystal is preserved in solution. The two resonance
signals which are most shifted downfield are assigned to the
acetate ligands bridging the Mn3þ ions, while the upfield peak
is assigned to the acetate groups bridging the four Mn3þ±Mn4þ

pairs. The signal of double intensity is assigned to the
equatorial acetate groups.

The temperature dependence of cmT for a polycrystalline
powder sample of Mn12ac is shown in Figure 11. At room
temperature its value (19.4 emumol�1K) is smaller than
expected for uncoupled spins (31.5 emumol�1K). This result
indicates an overall antiferromagnetic coupling. On decreas-
ing temperature cmT goes through a minimum indicating
ferrimagnetic behavior as a result of antiferromagnetic
interactions with no compensation of the individual magnetic
moments. The increase in cmT on further decreasing tem-
perature gives rise to a broad maximum at approxi-
mately 55.6 emumol�1K, which is close to the value expect-

ed for a spin S¼ 10
(55 emumol�1K), but very
far from the value expected
for ferromagnetic coupling
(S¼ 22; 253 emumol�1K),
which confirms that the
cluster has a ferrimagnetic
spin arrangement. The de-
crease of cmT at lower tem-
peratures may indicate a
large zero-field splitting of
the ground state or inter-
cluster interactions. The
former hypothesis has been
independently confirmed
through many different ex-
perimental techniques.

The first unambiguous evidence of the ground S¼ 10 state
came from high-field (HF) magnetization studies.[19] Single-
crystal magnetization data provided evidence of a very large
easy-axis magnetic anisotropy (Figure 12).[67] Both the paral-
lel (to the tetragonal axis) and perpendicular magnetization
reach a saturation value of about 20 mB, as expected for an S¼
10 state. However the former curve increases much more
rapidly than the latter, indicating a strong Ising anisotropy.

The anisotropy has been confirmed by HF-EPR spectro-
scopy (Figure 13) on a polycrystalline powder at variable
temperature at a frequency of 525 GHz, in applied fields up to
26 T.[19, 68] Since the Zeeman energy becomes comparable to

Figure 12. High-field magnetization curves for a single crystal of
Mn12ac: & magnetic field parallel to the tetragonal axis; * magnetic
field perpendicular to the tetragonal axis. Modified from ref. [67].

Table 1: Mn12 derivatives with reported structures.[a]

Compound R x Space group Solvent molecules Water coordination Ref

1 Me 4 I�44[b] 2CH3COOH, 4H2O 1:1:1:1 [21]
2 Et 3 P1m 4H2O [125]
3 Et 3 P21/c [125]
4 Me, Et 4 I4m 2H2O, 4C2H5COOH 1:1:1:1 [143]
5 tBuCH2 4 P1m CH2Cl2, CH3NO2 1:2:1:0 [139]
6 Ph 4 P1m 2:2:0:0 [65,141]
7 Ph 4 Fdd2 2C6H5COOH 2:2:0:0 [142]
8 p-Me-C6H4 4 C2/c p-Me-C6H4COOH 1:2:1:0 [125]
9 p-Me-C6H4 4 I2/a 3H2O 1:1:2:0 [125]
10 p-Cl-C6H4 4 C2/c 8CH2Cl2 2:2:0:0 [125]
11 m-Cl-C6H4 3 P1m m-Cl-C6H4COOH ? [144]
12 o-Cl-C6H4 4 Pnn2 CH2Cl2, 5H2O 1:1:2:0 [140]
13 PhCH2 4 P1m 1:2:1:0 [139]

[a] General formula [Mn12O12(RCOO)16(H2O)x]¥S. [b] Site symmetry S4.

Figure 11. Temperature dependence of cmT for a polycrystalline powder
of Mn12ac.
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kT at low temperature, strong depopulation effects are
indicated by the HF-EPR spectra, with certain lines disap-
pearing on decreasing temperature.[69] The features appearing
at low temperature correspond to transitions between the
lowest MS¼�10 and the first excited MS¼�9 levels. The
experimental spectra show that the features observed at low
field correspond to resonances of crystallites with the
tetragonal axis parallel to the applied magnetic field, while
those at high field correspond to crystallites with the magnetic
field perpendicular to the tetragonal axis (i.e., in the
tetragonal plane). The separation between two neighboring
parallel lines should be equal to 2D/gemB (where D is the
parameter defined in Equation (2), Section 3). Actually the
separation between pairs of neighboring lines is not a
constant, which indicates that the higher-order terms of the
anisotropy play some relevant role here. Single-crystal EPR
measurements at different frequencies have also been re-
ported[68] and the values of the parameters are given in
Table 2. Similar values were also obtained through high-field
magnetic torque measurements.[70] Two sets of values were
obtained in different laboratories by using HF-EPR spectro-
scopy.[71] In general there is good agreement between the
different sets, the major differences being on the transverse
fourth-order terms, which are the most difficult to determine
experimentally. A more troublesome problem, however, is
the use of different Hamiltonians for interpreting the
experimental data. In fact, many different forms of Hamil-
tonian have been used, often with the same symbols having
different physical meanings. We have used the D and E
parameters [Eq. (2), (3)] for the second-order terms and the
Steven©s operator equivalents Ok

n which are listed in the
appendix, with the corresponding parameters Bk

n. It must be
stressed that the value of theD parameter may be different if
the fourth-order parameters are included in the fit. The O0

4

operator also contains S2
z terms [Eq. (16)]. Therefore when

the fourth-order term is included the S2
z operator is associated

with the parameters D�[30S (Sþ 1)�25]B0
4, whereas if only

the second-order operators are taken into consideration it is
associated with D alone.

O0
4 ¼ 35 S4

z�½30S ðSþ 1Þ�25� S2
z�6 S ðSþ 1Þ þ 3 S2 ðSþ 1Þ2 ð16Þ

Inelastic neutron scattering is another important tool for
obtaining experimental information on the spin structure and
spin excitations.[72] It is a zero-field experiment; therefore the
g value of the spin system is not important. Transitions
between levels following the selection rules DMS¼ 0, 	 1 are
allowed. High-resolution spectra of Mn12ac[73,74] (Figure 14)
show that the experimental spacing of the levels is not
regular; this is then an experimental indication that fourth-
order terms must be introduced.

Another technique has recently become available for the
measurement of the energy spacing of spin levels in zero
applied magnetic field, namely a quasi-optic submillimeter
backward-wave-oscillator (BWO) technique.[75] The BWO
technique is operated in the frequency-scanning mode. The
scanning is carried out at different points by varying the BWO
supply voltage in steps. The frequency resolution of the
apparatus Dn/n is 10�4±10�5. Three transitions were ob-
served[76] in the frequency range 0±35 cm�1, which correspond
to the transitions 	 10!	 9, 	 9!	 8, and 	 8!	 7. Also
in this case the irregular spacing of the levels confirmed the
need of fourth-order terms.

The above spectroscopic techniques show some additional
features, other than the features which can be safely assigned
to transitions within the S¼ 10 ground state. These extra
features have been assigned either to minority species present
as unavoidable defects in the crystals or to transitions
involving the lowest-lying excited states (S¼ 9, 8,º). While
crystal defects are now well known, the evidence for
transitions involving levels other than S¼ 10 is far from
conclusive.

Specific-heat measurements provided[67,77] no evidence for
long-range order in the compound, thus ruling out intercluster
interactions as the origin of the deviation of the cT values
from those expected for S¼ 10.

The S¼ 10 ground state can be modeled at the simplest
level by assuming that all the manganese(iii) spins are up and
the manganese(iv) spins are down. Polarized neutron-diffrac-

Figure 13. 525 GHz EPR spectra of a polycrystalline powder of Mn12ac
at different temperatures. The narrow signal marks the g¼ 2.00 reso-
nance.

Table 2: Zero-field splitting parameters for Mn12ac in cm�1.

D B0
4 B4

4 Lit.

�0.46(2) �2.2(2)î10�5 	4(1)î10�5 [68]
�0.457(2) �2.33(4)î10�5 	3.0(5)î10�5 [73]
�0.47 �1.5î10�5 �8.7î10�5 [71]
�0.46 �2.19î10�5 ± [76] Figure 14. Inelastic neutron-scattering data obtained for Mn12ac at

23.8 K. The inset shows the low-energy range. Modified from ref. [73].
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tion experiments performed on a single crystal confirmed this
view.[78] Even if the calculated total magnetic moment for S¼
10 agrees with the 20 mB saturation value found, the spin
density on each metal center is significantly reduced compared
to the spin-only value. Such a trend was indeed predicted by
density functional theory (DFT) calculations.[79,80] No signifi-
cant spin density was found on nonmetal atoms.

Since Mn12ac is a ferrimagnetic cluster, excited spin levels
with S> 10 must be present. In principle these levels may
become populated at high field, because in the limiting
condition of a strong field the ferromagnetic S¼ 22 state must
become the ground state. Clearly high fields are needed to
stabilize the high-spin states, because relatively strong
exchange interactions binding the spins must be overcome.
Recently extremely high pulsed fields have become techni-
cally possible. An experiment reaching 800 T showed a series

of crossovers from S¼ 10 to S¼ 11,
12,º, up to S¼ 22.[81] The crossover
points are observed for fields ranging
from 300 to 600 T.

Several attempts have been made
to calculate the complete spectrum of
the spin levels of Mn12ac.[65, 82,83] The
task is far from simple, because the
total number of spin states is one
hundred million! Initially several at-
tempts were made by using some

ad hoc assumptions. For instance it was assumed that the J1

coupling constant, defined in Figure 15, corresponding to the
interaction between manganese(iii) and manganese(iv) cen-
ters mediated by a double oxo bridge, is strongly antiferro-
magnetic.[65] The coupling constant J2 is between mangane-
se(iii) and manganese(iv) ions mediated by a single oxo
bridge, J3 is that between manganese(iv) ions, while J4

corresponds to the exchange between the manganese(iii)
ions, and the Hamiltonian used is in the form hex¼ JSaSb.

It may be assumed that the four MnIII±MnIV pairs
connected by J1 are in the ground S¼ 1=2 state, and that the
contributions from the excited S¼ 3=2,

5=2, and 7=2 states may be
neglected. By using this assumption sample calculations were
performed, in which the constants J2, J3, and J4 were varied in
a relatively small range. It was observed that the S values of
the calculated ground states could vary from 8 to 10,
depending on the values of the parameters used.

Later the calculations were performed again trying to fit
the excited states made available by the high-field experi-
ments described above.[81] In this case, assuming that the
assignment of the experimental crossover fields is correct it is
possible to perform complete calculations, because in this
case the energies of the highest excited states can be
calculated by diagonalizing relatively small matrices.[65] The
values of the parameters changed dramatically. Unfortunately
these data do not allow calculation of the ground state.
Tupitsyn et al. provided further sets of parameters, which
showed that the previously reported parameters did not
describe the S¼ 10 ground state.[82]

Recently more powerful calculation techniques have been
implemented.[83] These methods use an efficient system for
representing a state, in a computer, by a single number.

Further, the spatial symmetry (S4 in the case of Mn12ac) is
exploited by using the valence-bond (VB) method, which
employs the Rumer±Pauling rule.[84] Using the complete set of
spin states it was shown that the previous approximate
calculations fail to give the correct ground state. Sample
calculations showed that with J1¼ 149 cm�1 and J2¼ 59 cm�1,
the spin of the ground state is very sensitive to J4 for a fixed
value of J3. Calculation of the temperature dependence of the
susceptibility provides a check for the goodness of the
parameters. The chosen values of the parameters were based
on the assumption of a ground S¼ 10 state with S¼ 9 lying
35 K above. In the reported calculations, with J3¼ 59 cm�1,
J4¼�44 cm�1, an S¼ 11 excited level is present at 179 cm�1.
This should give a crossover to the ground state in a field of
192 T, not too far from the experimentally determined one,
382 T. Calculations have been also performed in the Lanczos
formalism,[8586] which for a particular S value give only the
lowest-lying states. The best-fit parameters J1¼ 62 cm�1, J2¼
61 cm�1, J3¼ 0 cm�1, J4¼ 12 cm�1 were obtained and repro-
duce the presence of an S¼ 9 at approximately 35 K and the
energies of the states with S> 10.

The largest contribution to the origin of the magnetic
anisotropy of Mn12ac comes from the single-ion anisotropy of
the Jahn±Teller-distorted manganese(iii) ions. With a defined
ground state, and strong exchange as a limiting condition, it is
possible to express the observed zero-field-splitting parame-
ter D as a linear combination of the single-ion zero-field
splitting parametersD2 andD3 of the two crystallographically
independent manganese(iii) ions, Mn2 and Mn3, respective-
ly.[42] If the ground state is defined by a coupling scheme in
which the eight manganese(iii) ions are ferromagnetically
coupled to give a total spin SA¼ 16, and the four mangane-
se(iv) ions to give a total spin SB¼ 6, Equation (17) holds for
the ground S¼ 10 state, where a2¼ a3¼ 0.02845 as calculated
from spin projection techniques.[33]

Dtot ¼ a2 D2 þ a3 D3 ð17Þ

Assuming, for the sake of simplicity, that D2¼D3,
incorporating the experimental D value in Equation (17)
gives D2¼�2.0 cm�1, a value totally acceptable if compared
to the experimental parameters observed in isolated man-
ganese(iii) complexes. Analogous relationships have been
calculated for the fourth-order terms,[42] although no safe
values are available for the individual ions.

To evaluate the magnetic anisotropy of Mn12ac starting
from first principles treatments were attempted using DFT
calculations.[79,80] These calculations start from naked Mn12O12

clusters. Rather unsurprisingly these clusters do not compare
well with the structure and magnetic properties of Mn12ac.
More interestingly the calculated ground state of the com-
plete cluster is S¼ 10 as experimentally observed. The
unpaired spin density is essentially localized on the manga-
nese ions, and is negative for the inner tetrahedron and
positive for the outside ring. Significant spin density is also
calculated on the bridging oxo groups. On introducing spin±
orbit coupling into the calculations, the second-order contri-
bution to the barrier was estimated to be in astonishingly
good agreement with the experimental data.

Figure 15. Scheme for
calculating the spin
states of Mn12ac.
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More sophisticated phenomena have also been taken into
consideration, including the contributions from spin±spin
interactions to the magnetic anisotropy.[87] Among these the
intracluster dipolar interactions seem to play only a minor
role, while those determined by antisymmetric exchange may
play a significant role. Detailed calculations have been
performed assuming that J1 is dominant.[88] To justify the
experimental zero-field splitting an antisymmetric exchange
contribution ranging from �1 to þ 10 cm�1 was included.
Unfortunately no reliable estimate of this contribution is
possible. Further, these calculations require that the molecule
has a reduced symmetry.

A very powerful technique to evaluate the magnetic
anisotropy of metal clusters is based on the crystal-field
analysis of the magnetic anisotropy of the metal centers
associated with the projection technique mentioned above.[89]

It has been shown[90] that the magnetic anisotropy of
manganese(iii) ions can be predicted with a great accuracy
by taking into account the crystal field generated by the
ligands and by introducing the real geometry of the coordi-
nation sphere by using the angular-overlap (AO) model.[91]

This is a ligand-field model[92] which uses molecular-orbital
oriented es and ep parameters for each donor atom, and is
particularly well suited to account for angular distortions in
the ligand field. Its application to Mn12ac has been partic-
ularly useful in evaluating the effects of the disorder in the
structure on the magnetic anisotropy.[93] If we look in more
detail at the low-temperature X-ray crystal structure it is
possible to model the disorder of the acetate ligand, bridging
Mn2 and Mn3, which is induced by the presence of acetic acid
molecules in two different positions, A and B (Figure 16). The
site occupation factors are very close to 0.5, as for the acetic
acid of crystallization, which, when present, form hydrogen
bonds with the acetate ligands. The four different coordina-
tion environments of the manganese(iii) ions, provided by the
X-ray analysis, have been used in calculating the magnetic
anisotropy with the AOM approach. The values of the es and
ep parameters for each donor atom, taken from literature
data,[89] have been corrected for the actual metal±ligand
separation by assuming an exponential dependence. In
Table 3 the results obtained from the calculation are reported.
As can be seen, the interaction with the acetic acid molecule
induces only minor changes in theD and E parameters as well
as in the direction of the easy axis even if the effects on the
deviation from tetragonal symmetry are sizeable. Six different
isomeric forms of Mn12ac can thus be envisaged which differ
in the number (n¼ 0, 1, 4) and arrangement of hydrogen-
bound acetate ligands (Figure 17). Clearly, strict axial sym-
metry can be retained only in the case of a regular pattern of
n¼ 0 and n¼ 4 isomers. However, this would lead to a
supercell with doubled lattice constants (a’¼ b’¼ 2a) for
which no experimental evidence has been found. The zero-
field splitting parameters of the six different isomers can be
easily calculated using Equation (18) where theD parameters
are now substituted by tensors.

Dtot ¼ d2

X4

i¼1

RT
i D

�ðiÞ
2 Ri þ d3

X4

i¼1

RT
i D

�ðiÞ
3 Ri ð18Þ

In Equation (18) a(i) describes the disorder induced by
acetic acid molecules in positions A or B, D�ðiÞ

2 and D�ðiÞ
3 are

the single-ion zero-field-splitting tensors for the Mn2 and
Mn3 sites generated by the i th symmetry operation of the S4

point-group. The resultingDtot tensor turns out to be axial and
diagonal in the crystal axes reference frame only for n¼ 0 and
n¼ 4. In the other four cases nonzero off diagonal terms are
present and diagonalization of the matrices provided the D
and E parameters along with the angle q between the easy
axis and the crystallographic c axis (Table 4). The easy axis of

Figure 16. Coordination sphere of Mn2 and Mn3, as determined from
anisotropic refinement of the displacement factors of C3, C4, O6, and
O7 (top) and from an isotropic model with disorder fitting (bottom).
Thermal ellipsoids are set at 50% probability. Methyl hydrogen atoms
are omitted for the sake of clarity.

Table 3: Calculated MnIII magnetic anisotropy parameters in Mn12ac.

Site D [K] E [K] d [8][a]

Mn2A �4.92 0.40 11.6
Mn2B �5.27 0.27 10.7
Mn3A �4.57 0.10 37.2
Mn3B �4.40 0.07 37.1
Mn3 flipped[b] �4.64 0.06 58.4

[a] d is the angle between the easy-axis direction of each manganese site
and the crystallographic c axis. [b] The elongation axis of Mn3 has been
flipped to point towards an oxo ligand (see section 7.3 and 7.5).
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the different species does not deviate significantly from the
crystallographic c axis. The six species have very similar D
values (within 	 2%), which is in acceptable agreement with
the experimental values reported in Table 2, considering the
approximations involved (definition of the ground-state
wavefunctions and the related projection coefficients, neglect
of higher-order terms, etc.).

7.2. Slow Relaxation and Quantum Tunneling of the
Magnetization of Mn12ac

The large zero-field splitting of the ground S¼ 10 provides
a barrier for the reorientation of the magnetization at low
temperature as explained in Section 3. If only second-order
terms are included in the Hamiltonian the calculated barrier
for Mn12ac is about 70 K. The relaxation time of the
magnetization has been experimentally found to follow a
thermally activated behavior, with t0¼ 2.1 î 10�7 s, D/k¼
62 K.[20] Figure 18 shows the temperature dependence of
ln(t). The relaxation time becomes of the order of months at
2 K. Recent determinations suggest that below 2.0 K t

becomes slightly dependent on temperature and that at
1.5 K it is of the order of 50 years.[94]

The first evidence of slow relaxation of the magnetization
came from ac susceptibility measurements (Figure 19).[19, 95] In
an ac experiment an out-of-phase signal, c’’, is expected to be
seen if the relaxation frequency of the magnetization of the
sample becomes lower than the frequency of the ac magnetic
field.[27] At the temperature at which c’’ goes through a
maximum the relaxation frequency of the magnetization is
equal to the ac field frequency.

Since the relaxation time becomes so long magnetic
hysteresis is observed.[20] Experiments performed on single

crystals, with the external magnetic
field applied parallel to the unique
axis, showed a stepped hystere-
sis[96,97] as reported in Figure 20.
The first reported experiment[96]

was performed on a group of crys-
tals oriented with their c axis paral-
lel to the magnetic field. The crys-
tals could be oriented in a high field
at room temperature, taking ad-
vantage of the large shape anisotro-
py of the microcrystals. The origin
of the steps, which is not related to
the Barkhausen effect,[27] has been

assigned to the thermally assisted quantum tunneling of the
magnetization.[35±41] Similar conclusions had been reached on
the basis of ac magnetic-susceptibility measurements.[67] The
steps are observed at the fields at which pairs of levels become
degenerate. They correspond to relative minima in the
relaxation times, because at these fields two mechanisms are
operative, namely the thermally activated and the quantum
tunneling. At the fields corresponding to flat regions of the
magnetic hysteresis curve the degeneracy of the levels is lost

Figure 17. a) The six hydrogen-bond isomers of Mn12ac; b) a possible
aggregation of isomers retaining the tetragonal symmetry.

Figure 18. Temperature dependence of the relaxation time of the mag-
netization of Mn12ac. The dashed line corresponds to an Arrhenius
law with t0¼ 2.1î 10�7 s, D/k¼ 62 K.

Table 4: Calculated magnetic anisotropy and tunnel splitting of the isomers of Mn12ac.

Isomer c [%] D [K] E [K] d [8] D�10,4 (n¼6)[a]

n¼0 6.25 0.759 0 0 0
n¼4 6.25 0.797 0 0 0
n¼1 25 0.769 2.34î10�3 0.3 8.8î10�8

n¼2, cis 25 0.778 1.87î10�4 0.4 7.0î10�9

n¼2, trans 12.5 0.778 4.70î10�3 0 1.7î10�7

n¼3 25 0.788 2.35î10�3 0.3 8.9î10�8

™flipped∫ n.a. 0.754 4.39î10�2 9.0 7.3î10�7

[a] The tunnel splitting is calculated at the level crossing ofMS¼ �10 andMS’¼ 4 corresponding to n¼
6 [see Eq. (11)] assuming for the ZFS parameters the same as in ref. [73] but including the E term here
reported in the 4th column.

Figure 20. Magnetic hysteresis loop for a single crystal of Mn12ac with
the field parallel to the tetragonal axis at 2.1 K. Modified from ref. [97].

Figure 19. Temperature dependence of the in-phase ac magnetic sus-
ceptibility of Mn12ac at different frequencies.
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and the tunneling mechanism is destroyed giving longer
relaxation times. The field dependence of the relaxation time
of the magnetization is shown in Figure 21. Many other
magnetic experiments[98±103] have confirmed this picture but a
similar trend has been observed using different techniques
including specific-heat-capacity measurements[104±106] and
NMR spectroscopy.[107, 108]

Often the final proof for quantum tunneling is associated
with the temperature independence of the relaxation time.
This limit is never reached experimentally for Mn12ac,
because below 2 K t becomes extremely long, and reliable
measurements, which require the temperature of the experi-
ment to be fixed for very long times become practically
impossible. At low temperature, however, relaxation can be
still observed if a strong axial field is applied. The relaxation
in fact involves the transition from the MS¼�10 metastable
state toMS’ states. The smaller jMS’ j is the larger the applied
field. The relaxation is accelerated by the reduction of the
barrier height as well as by the more efficient admixing in of
the states with lower jMS’ j . In the presence of fourth-order
axial anisotropy, as for Mn12ac, the resonant tunneling occurs
at different field for different MS!MS’ pairs. It has been
possible[87, 109±112] to determine which pairs of states are
involved, and at which temperature the mechanism involves
exclusively the metastable ground state MS¼ 10. It has been
theoretically shown[113] and recently confirmed experimental-
ly[111] that this crossover from thermally activated to ground
tunneling can be either first or second order depending on the
strength of the transverse field (Figure 22). It is important to
underline that all the resonance signals are observed although
the tetragonal symmetry of the transverse anisotropy would
require that only every fourth step (corresponding to
MS�MS’¼ 4n) is present. The presence of second-order
transverse anisotropy, which is expected in most of the
Mn12ac molecules in the crystal,[93] allows (2n) transitions,
whereas for the odd (2nþ 1) transitions a transverse field
must be included. More recently, an accurate analysis of the
dependence of the magnetization on the sweeping rate of the
axial magnetic field has shown[114] that the fractions of
reversed magnetization at the even transitions scale well on
a single curve if plotted as a function of a scaling parameter.
This parameter is proportional to the logarithm of the inverse
of the field sweeping rate. Such an experimental behavior can
be justified if a broad distribution of the second-order
transverse anisotropy is present. It has been suggested[115]

that a small concentration (0.1%) of disordered molecules in

the crystal structure and the associated gradient of the
magnetic anisotropy, which extends over a wide distance,
can give rise to the distribution in the E parameter and the
consequent scaling law. Crystal-field calculations have, how-
ever, shown that the magnetic anisotropy is only slightly
affected by strong perturbation of the structure (such as, the
presence of a hydrogen-bonded acetic acid molecule) and
therefore long-range effects of disorder are expected to be
very small.[93] On the contrary the presence of several isomers
with significantly different transverse anisotropy could mimic
the broad distribution required to justify the experimental
behavior.

An important point to be clarified is how the relaxation
times are actually measured. The most direct way, which can
be used when t is sufficiently long, is to saturate the sample
(better a crystal than a powder), switch off the field, and
measure the decay of the magnetization as a function of time.
In the simplest case, when only one decay mechanism is
possible the magnetization follows the exponential law given
in Equation (4). More complex behavior is usually observed,
which can be fitted with stretched exponentials [Eq. (19)]
where Meq and M(0) are the equilibrium and initial magnet-
ization, respectively, and b is a coefficient ranging from 0 to
1.[116,117]

MðtÞ ¼Meq þ ½Mð0Þ�Meq� exp½�ðt=�Þ
 � ð19Þ

The stretched exponential fit has the same role as the
Curie±Weiss fit of magnetic susceptibility, it takes into
account all the possible deviations from simple single-
exponential behavior. In Mn12ac the relaxation has been
observed to deviate from single exponential at short
times[94,99] (presumably because of the dipolar interactions
with the neighboring molecules), and to be accurately
reproduced by a single exponential at longer times. The
mechanism by which the dipolar fields determine a non-
exponential decay is intuitively clear. If the sample is initially
saturated, when the field is removed it will be far from
equilibrium, and will start to relax. The actual field felt by a

Figure 21. Field dependence of the relaxation time of the magnetiza-
tion of Mn12ac (T¼ 8.5 K) obtained from an ac susceptibility measure-
ment at a frequency of 5.37 kHz. Modified from ref. [240].

Figure 22. Temperature dependence of the peak positions in the unit
H0¼ 4.2 kOe, q¼ 08 (&), q¼ 208 (~), and q¼ 358 (*). QT¼ quantum
tunneling, TAT¼ thermally activated tunneling. Modified from
ref. [111].
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relaxing molecule will depend on the state of the neighboring
molecules, each molecule feeling a different field from the
others.

Sometimes the stretched exponential fit has been used for
the whole set of data, alternatively the initial data are
neglected and the remainder of the M/t measurement treated
with the single exponential. In particular Thomas et al.[94]

found that in a single crystal of Mn12ac a single exponential
fit is possible above 2.8 K. Below 2.0 K the initial relaxation
follows a square-root regime in Equation (20) with M(0) the
initial magnetization and Meq the equilibrium magnetization,
as anticipated for dipolar and/or hyperfine assisted tunneling,
based on theoretical work by Prokof©ev and Stamp.[118,119]

MðtÞ ¼Mð0Þin þ ð½Meq�Mð0Þ�Þ ðt=�Þ1=2 ð20Þ

The specific heat capacity has also been used to measure
relaxation times. In a series of sophisticated experiments
Fominaya et al. used a nanocalorimeter[120] to measure the
specific heat of single crystals of Mn12ac as a function of
frequency with a magnetic field applied parallel to the
tetragonal axis. The nanocalorimeter consists of a 3-mm-thick
silicon membrane suspended in a vacuum and linked to the
thermal bath by twelve narrow silicon bridges. A planar NbN
thermometer and a CuNi heater are placed on one side of this
membrane and the samples are pasted with grease on the
other side. The experimental set-up permits not only the study
of extremely small crystals, but also a very accurate measure-
ment of the sample temperature. Experimentally one can
measure the absolute specific heat capacity C at frequency w

[Eq. (21)] where Cbi is the specific heat capacity in the
bilateral regime when the levels on both sides of the barrier
are accessible while in the unilateral regime, when the states
on the opposite side of the barrier are not accessible, the
specific heat is reduced to Cuni.

jCð!Þj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2

uni þ
C2

bi�C2
uni

1 þ !2�2

s
ð21Þ

When wt@ 1, that is, when t!¥, then Equation (21)
becomes C(w)¼Cuni, which means that the jumps over the
potential barrier are impossible during the measuring time
2p/w. At the other limit, wt! 1 (that is, when t!0), C(w)¼
Cbi, which is the equilibrium value. At the resonant fields,
when the relaxation accelerates because of the tunnel
mechanism, the bilateral regime is suddenly attained and
the specific heat capacity increases significantly showing well
resolved peaks (Figure 23).[106] Using Equation (21) it is
possible to calculate the relaxation time [Eq. (22)]:

� ¼ 1
!

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2ð!Þ�C2

bi

C2
uni�C2ð!Þ

s
ð22Þ

The values of the experimentally determined relaxation
times as a function of an axial magnetic field are shown in
Figure 24.[105] They agree reasonably well with the values

obtained with other experimental techniques, and in partic-
ular show the wavelike behavior, with peaks and minima at
Hn¼ nH0 (n¼ 0, 1, º; H0¼ 0.45 T).

7.3. Tunneling Mechanisms and Quantum Coherence in Mn12ac

All data in Section 7.2 provide a clear picture of quantum
tunneling effects in Mn12ac in the thermally assisted regime.
Similar theoretical results have been produced by considering
the role of phonon coupling.[35, 36,38±40,121] The problems for a
detailed comparison with the experimental data are that
acceptable values are not available for several parameters,
but by and large, the theoretical picture is clear.

However, several questions are still open, such as what is
the detailed relaxation mechanism at low temperature and
with the limiting condition of a low transverse static field, and
if it is possible to observe quantum coherence? There is no
doubt that a splitting of the 	M levels is needed to observe
tunneling, and there is no doubt that this splitting is small.
Moreover, the selection rules imposed by the second- or
fourth-order transverse anisotropy terms require that the
tunneling at odd transition be quenched. Therefore other
mechanisms must be available that allow the tunnel process.

Inherent sources of tunnel splitting are the hyperfine
fields caused by the presence of magnetic nuclei (1H, 2H, 13C,
55Mn) and the dipolar fields caused by the presence of the
other Mn12ac molecules in the lattice. Finally, it is also
possible to determine a splitting of the 	M levels by using an
external magnetic field applied perpendicular to the tetra-
gonal axis. In fact the presence of disruptive external
magnetic fields may be a source of error. In a single-crystal
experiment it is very difficult to orient the external field

Figure 23. Field dependence of the ac specific heat (10 Hz) of a single
crystal of Mn12ac. The magnetic field is applied parallel to the tetrago-
nal axis. Modified from ref. [106].

Figure 24. Field dependence of the relaxation time of the magnetiza-
tion of a single crystal of Mn12ac obtained through ac specific heat ca-
pacity measurements. Modified from ref. [105].
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exactly parallel to the tetragonal axis to provide a nonzero
component in the tetragonal plane. The hyperfine field is
expected to be mainly determined by the 55Mn nuclei, which
have I¼ 5=2 and correspond to the sites where the highest spin
density is concentrated. The hyperfine coupling constant is
typically of the order of 10 mT for manganese ions, and in fact
this value is confirmed by NMR spectra (see Section 7.4.)

The tunnel splitting of Mn12ac in the ground MS¼	 10
state is very small, of the order of 10�10 K and thus much
smaller than the dipolar and hyperfine fields. An estimation
of these contributions to the ground doublet-energy separa-
tion gives a value of D between 0.1 and 0.5 K. Starting from
simple theoretical arguments tunneling should not be ob-
served. However, to solve this problem Prokof©ev and
Stamp[118,119] suggested a theory (PS theory), according to
which the dipolar and hyperfine fields, by varying the bias at
each molecular site in time, can continually bring more
molecules to resonance. The point can be made clearer by
considering Figure 25. The rapidly fluctuating hyperfine fields
bring molecules into resonance. The dipolar fields of tunneled
spins can lift the degeneracy and thus remove a large number
of neighboring spins from resonance. However, a gradual
adjustment of the dipolar fields across the sample (up to
0.03 T in Mn12ac) caused by tunneling relaxation, brings
other molecules into resonance and allows continuous
relaxation. Therefore one expects a fast relaxation at short
times and slow logarithmic relaxation at long times.

Looking in detail at the PS theory, the short-time
relaxation of the magnetization must follow Equation (23).

MðH; tÞ ¼Mð0Þ þ ½MeqðHÞ�Mð0Þ� ½� sqrtðHÞt�1=2 ð23Þ

The magnitude of Gsqrt(H), the tunneling rate derived from
the square root analysis of the decay of the magnetization, is
given by Equation (24) where P(H) is the normalized
distribution of molecules that are in resonance at the applied
field H. P(H) can be determined once Gsqrt(H) is measured as
a function of the field.

� sqrtðHÞ � ð�2
t =hÞPðHÞ ð24Þ

Dt
2 is the tunnel splitting at the tunneling resonance.

Experimental confirmation comes from micro-SQUID meas-
urements on Mn12ac.[122] The experimental apparatus[123] is as
shown in Figure 26. The sensitivity of this setup is as high as
10�17 emu, that is about ten orders of magnitude better than
traditional SQUIDs. The magnetometer is an array of micro-

SQUIDs arranged on top of a chip. The sample is placed on
top of the chip so that some SQUIDs are directly under the
sample, others are beside the sample.

In these experiments a fast-relaxing minor species is
monitored.[124] This species is only present in small percentage
(2±4%) and is significantly different from the six isomers
discussed in Section 7.1. Because of its small concentration it
is undetected by X-ray analysis, however, it can be reasonably
supposed that it corresponds to a dodecanuclear cluster where
the elongation axis of one manganese(iii) ion has flipped its
direction. Such a modification has already been observed in
two isomers of the p-methyl benzoate derivatives of Mn12ac
clusters (see Section 7.5).[125] Again crystal-field calculations
using the AOM approach can provide an estimation of the
modification in the magnetic-anisotropy tensor of the flipped
manganese centers (see Table 3). If one of these centers is
present, the transverse magnetic anisotropy increases by an
order of magnitude (Table 4) which provides an acceleration
of the tunneling process. The experimental measurement of
Gsqrt(H) provides the normalized distribution of molecules
that are in resonance at the applied field. This is done by a so-
called ™hole digging∫ procedure,[126,127] in which a fraction of
molecules is allowed to relax by the tunneling process, which
is only possible when the applied plus the internal field satisfy
the resonance conditions. As the relaxed molecules have
significantly modified their internal dipolar field, a hole
appears in the field distribution of the tunnel probability. The
term hole digging is used in analogy to the hole burning
technique of spectroscopy, by which individual groups of
molecules are addressed.[128] The experimental width of the
distribution is of the order of 12 mT in the 40±300 mK range, a
width comparable with the distribution of hyperfine fields.
Calculations assuming reasonable values for the manga-
nese(iii) (6.9 mT) and manganese(iv) (8.5 mT) centers sug-
gest a width of about 16 mT, in good agreement with the
experimental data.[122]

The presence of quantum-mechanical tunneling therefore
is well established for Mn12ac. The observation of quantum
coherence on the other hand is still much more controver-
sial.[104, 129]

7.4. Characterization of Mn12ac by other Spectroscopic Methods

In addition to the spectroscopic methods used to construct
the detailed map of the low-lying spin components of the
ground S¼ 10 state, other spectral techniques have been used

Figure 25. Internal dipolar fields change the energies of the two levels
split by the tunnel interaction, and thus hinder tunneling. By effectively
broadening the levels hyperfine interactions restore the matching of
the left and right levels (shaded area).

Figure 26. Schematic view of the micro-SQUID array used in the high
sensitivity magnetometer. The sample is placed directly on the array.
Modified from ref. [127].
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to characterize this state. An important one is certainly NMR
spectroscopy, because it gives direct access to the electron-
spin±nuclear-spin interaction, which may assist the tunneling
mechanism. NMR spectroscopy is sensitive to the electron
spin, dominated by the so-called hyperfine interactions, and
the nuclear relaxation. Worth mentioning here is the muon
spin resonance and relaxation technique,[130,131] which is
similar to NMR spectroscopy in that it provides a local probe
which is sensitive to the electron relaxation.

1H NMR spectra of Mn12ac in solution have been
discussed in Section 7.1.[66] Recently it was possible to observe
the 55Mn NMR spectra[132,133] in a polycrystalline powder at
1.4 K (Figure 27). The spectrum was measured in zero applied
field. It shows three resonance signals in the range 200±
40 MHz. The low frequency sharp resonance signal is assigned
to the four manganese(iv) centers and the two broad
resonance signals at 280 and 370 MHz, to the crystallo-
graphically inequivalent manganese(iii) centers. 1H and 2H
NMR spectra at low temperature were also reported,[136]

which show two resonance signals: one, essentially not
shifted, assigned to the CH3COO, CH3COOH, and solvated
water molecules, the other signal which is shifted, is assigned
to the coordinated water molecules.

Using the time dependence of the Hahn-echo pulse
sequence the relaxation of the magnetization was measured
and compared to that obtained through specific-heat-capacity
and dc magnetic measurements.[108] The echo is generated
with a p/2-p pulse sequence at the resonance frequency. The
typical p/2 pulse length was 3.5±4.5 ms and the delay t

between the two pulses approximately 50 ms. The experiments
were performed on polycrystalline samples which were
aligned with the anisotropy axis along the magnetic field by
letting the sample sit at 4.2 K in a field of 1.8 T for several
hours. The field was turned off and the system was given time
to reach thermal equilibrium at the preset temperature. The
field was turned on and the echo intensity was monitored as a
function of time. The evolution of the magnetism with time
could be reproduced with Equation (25) where h is the echo

magnitude and 1/W (¼ tr) is the relaxation time of the
magnetization of Mn12ac.

hðtÞ ¼ a½1�expð�W tÞ� þ b ð25Þ

The time dependence suggests that the nuclei feel an
electronic relaxation process, following Equation (26) where
Np is the number of protons per molecule, Nm is the total
number of molecules, and Nch

p (t) is the number of protons
which undergo a change of average local field in the time
interval separating the p/2-p pulses.

hðtÞ / ½Np Nm�Nch
p ðtÞ� ð26Þ

By suitable derivation the echo height can finally be
expressed as Equation (27) where Neff

m is the number of
molecules with protons that are affected by the local field
change as a result of a molecular spin flip.

hðtÞ ¼ hð1Þ½1�Neff
m W�expð�W�Þ� ð27Þ

As t¼ 50 ms and W are small, Equation (27) requires that
t@ t and Wt! 1. The temperature dependence of tr in a field
of 0.45 T was found to follow a thermally activated mecha-
nism with t0¼ 10�7 s, and D/k¼ 60 K in acceptable agreement
with the values obtained through other experimental techni-
ques. The field dependence (Figure 28) shows the anomalies
at the crossing fields described in Section 7.2.

There have been numerous other reports on the use of
NMR spectroscopy with Mn12ac.[107, 134±138]

7.5. Mn12 Derivatives

The Mn12 derivatives for which the structure has been
reported are shown in Table 1 (Section 7.1). They all have the
general formula [Mn12O12(RCOO)16(H2O)x]Y, where Y¼
solvent molecules.[22] The main structural difference is the
presence of either four or three water molecules in the cluster.
An example of the latter category is provided by [Mn12O12-
(EtCOO)16(H2O)3], which crystallizes either in a monoclinic
space group, without solvent molecules, or in a triclinic space
group, with four cocrystallized water molecules.[125] Also the
clusters with four cocrystallized water molecules show

Figure 27. Spin echo intensity of the 55NMR spectra of Mn12ac meas-
ured at H¼ 0 and T¼ 1.4 K. Modified from ref. [133].

Figure 28. Field dependence of the relaxation time of the magnetiza-
tion of Mn12ac at 2.4 K measured through the echo proton NMR spec-
troscopy. Modified from ref. [108].
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significant structural differences. In all the cases the man-
ganese(iii) ions are either doubly bridged to one manga-
nese(iv) center (type I), or singly bridged to two mangane-
se(iv) centers (type II). The water molecules are bound to
type II ions. The coordination in cluster 1 (see Table 1) is such
that one water molecule per type II ion is present.[21] The
manganese±water direction roughly indicates the Jahn±Teller
distortion axis. In other derivatives some of the type II Mn
ions have either no water molecules, or two water molecules.
Four different isomers have been experimentally observed,
which correspond to the coordination schemes 1:1:1:1 (as in
1),[21,125,143] 1:2:1:0,[125,139] 1:1:2:0,[125,140] and 2:2:0:0[65,125,141,142]

(the notation indicates the water coordination number of the
type II Mn ions).

There are some distinctive exceptions to the rule that the
oxo ligands are not found on the elongation axis. In fact, the
Jahn±Teller distortion axis in 8 (see Table 1) includes one of
the bridging oxo ligands, so that for this Mn center the
elongation axis is approximately orthogonal to the elongation
axes of the other manganese(iii) centers (Figure 29).[125] In 9
the elongation axes are essentially parallel to each other.[125]

The two clusters therefore can be considered as distortion
isomers, as frequently observed for copper(ii) compounds. It
is apparent that intercluster interactions, such as hydrogen
bonds, may play an important role. The magnetic properties
of 8 and 9 are very different from each other.

The temperature dependence of the out-of-phase suscept-
ibility of 8 and 9, at different frequencies, is shown in
Figure 30. It is apparent that slow relaxation effects show up
at higher temperatures for 9 than 8, which suggests a higher

barrier for the reorientation of the magnetization in 9. Since
the ground state in both cases is S¼ 10, the greater barrier
height is associated with a larger zero-field splitting. If the
zero-field-splitting parameter of the cluster depends on the
projection of the individual zero-field-splitting tensors of the
Jahn±Teller distorted manganese(iii) center, it is apparent
that the resultant must be larger in 9 (where the local
distortion axes are essentially parallel to each other), than in 8
(where one of the local axes is orthogonal to the others).
Distortion isomers such as these may also be responsible for
the presence of two species with different relaxation proper-
ties, as frequently observed even in single crystals of Mn12
derivatives.

The compounds with three cocrystallized water molecules
(x¼ 3; 2, 3, 11 in Table 1) have one manganese(iii) center
which is five coordinate.[144] The overall temperature depend-
ence of cT is not much different from that observed in
Mn12ac, but an S¼ 9 ground spin state was suggested from
the analysis of the magnetization. However, a good agree-
ment to this was only observed in the derivative with R¼Ph,
Y¼PhCOOH¥CH2Cl2. Several derivatives show some chem-
ical instability, such as solvent loss, which provide ambiguity
in the experimental measurements.

By treating [Mn12O12(RCOO)16(H2O)4] derivatives with
nitric acid in MeCN new compounds of formula [Mn12O12-
(NO3)4(RCOO)12(H2O)4] (R¼CH2tBu, Ph) were ob-
tained.[145] The four nitrate groups are not disordered and
replace bridging carboxylate groups. The ground state is still
S¼ 10, and a SMM behavior is observed at low temperature.
The zero-field splitting and the barrier are very similar to
those observed in Mn12ac.

7.6. Reduced Mn12 Species

From the chemical point of view one of the most exciting
properties of Mn12 clusters is their stability in solution, which
allows a rich redox chemistry. Differential pulsed voltamme-
try investigations have been reported for 1 in MeCN, which
shows two reversible processes, an oxidation and a reduction,
and four redox processes altogether.[65] Very similar results
were observed for the benzoate derivative in CH2Cl2. The

Figure 29. ORTEP views of two distortion isomers 8 (top) and 9 (bot-
tom). The elongation axes of the manganese(iii) coordination sphere
are indicated by filled bonds. The dashed lines indicate an unusual ori-
entation for the elongation axis in 8. Modified from ref. [11].

Figure 30. Plots of the out-of-phase ac magnetic susceptibility versus
temperature for polycrystalline samples of 8 (upper) and 9 (lower).
Modified from ref. [241].
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oxidation process occurs at 0.79 V and the reduction process
at 0.11 V. The values are referred to the Cp2Fe/Cp2Feþ (Cp¼
C5H5) couple. The corresponding processes are summarized
in Equation (28).

½Mn12O12�þ ! ½Mn12O12� ! ½Mn12O12��

! ½Mn12O12�2� ! ½Mn12O12�3�
ð28Þ

A series of benzoate derivatives, which have similar
solubility in a given solvent, allowed a comparative analysis of
the role of the carboxylate group in the redox potentials.[146] It
was found that the potentials satisfactorily correlate with the
electron-withdrawing properties of the para substituent in the
benzene ring. An electron-withdrawing substituent causes the
carboxylate group to become less basic, reducing the electron
density on the metal ions thereby making the cluster easier to
reduce and concomitantly harder to oxidize.

The first reduction potential is at low enough potential
that mild reducing agents, such as iodide can be used to
reduce the compound. The PPh4

þ derivatives of the clusters
with R¼Et and R¼Ph were directly obtained by adding the
iodide to the appropriate unreduced Mn12 clusters. Meta-
thesis reactions yielded the [m-MPYNN]þ salt (m-MPYNN¼
m-N-methylpyridinium nitronyl nitroxide).[147] This cation is
magnetic with a moment corresponding to one unpaired
electron. (PPh4)[Mn12O12(Et-COO)16(H2O)4] crystallizes in
the monoclinic P21/c space group.[66] The overall structure of
the anion is very similar to that of the unreduced species. The
reduction yielded a valence-localized species, one of the
external manganese(iii) ions being reduced to manganese(ii).
The identification of the reduced ion has been made on the
basis of structural features and confirmed by bond valence
sums.[62] It has been suggested that the reduction of manga-
nese(iii) rather than of a manganese(iv) ion is because the
reduction of a manganese(iv) ion would introduce a distorted
manganese(iii) ion creating a strain in the apparently rigid
[Mn4O4] structure. The temperature dependence of the cT
product is qualitatively similar to that of Mn12, which
suggests a ferrimagnetic ground state, S¼ 19=2, with a large
negative zero-field splitting. The magnetic data, however,
require a physically unreasonable g factor of 1.74. It is
apparent that the ground spin state cannot be obtained
simply by ™exchanging∫ one of the S¼ 2 spins with a S¼ 5=2
spin, because this would lead to either S¼ 21=2, for parallel, or
S¼ 11=2, for an antiparallel alignment of this spin with those of
the manganese(iii) ions. A frustrated structure is dominant for
Mn12�, analogous to that which gives rise to S¼ 9 in Mn12.
Similar results were obtained for the R¼Ph derivative.

HF-EPR spectra have been used to obtain the zero-field-
splitting parameterD.[146] The spectra were recorded on loose
polycrystalline samples. It was assumed that a uniform
orientation of the powder was achieved and the spectra were
assigned on the assumption of the strong-field limit. With this
simplified treatment the zero-field-splittingD was found to
be �0.62 cm�1. Slow relaxation of the magnetization was
observed. Accurate data for the temperature dependence of
the relaxation time of the R¼Ph derivative showed that it
follows a thermally activated pattern with D/k¼ 57.5 K. The

pre-exponential factor is much larger than in Mn12ac (t0¼
3.1 î 10�10 s). Magnetic hysteresis was also observed, with
steps as observed in the unreduced compounds. A step is
observed also at zero-field. If this behavior is interpreted as
being a result of tunneling effects it is against the Kramers
theorem, in which degeneracy cannot be removed in zero
applied field. However, the dipolar fields of the other
molecules may actually be responsible for this loss of
degeneracy.

Recently the structure of the paramagnetic [Fe(C5Me5)2]þ

cation and the [Mn12O12(O2CC6F5)16(H2O)4] anion[148] have
also been reported. The ground state was found to be S¼ 21=2,
with axial zero-field-splitting parameters of D¼�0.351 cm�1

and B0
4¼�3.6 î 10�7 cm�1, as determined by HF-EPR spec-

troscopy.
Experiments performed with the magnetic counterion [m-

MPYNN]þ showed much faster relaxation in agreement with
the perturbation given to the cluster by the fast-relaxing
radical cation.[147] No substantial change in the relaxation of
the Mn12

� species was observed with the [Fe(C5Me5)2]þ

counterion.
Using carboxylate ligands with more electron-withdraw-

ing substituents it was also possible to obtain the Mn12
2�

derivatives[149, 150] [cation]2[Mn12O12(O2CR)16(H2O)4], where
cation¼PPh4, NnPr4, R¼CHCl2, C6F5, 2,4-C6H3(NO2)2. The
second manganese(ii) center (generated by the reduction of a
MnIII center) is also found on the outer ring. The ground state
is reported to be S¼ 10, with an axial zero-field splitting of
D��0.3 cm�1. Slow magnetic relaxation is observed below
7 K, in agreement with the expected reduced barrier height.
Measurements performed using an array of micro-SQUID
measurements showed evidence of quantum phase interfer-
ence effects (see Section 8).[151] A transverse variable mag-
netic field parallel to the hard axis can modulate the tunnel
splitting. Oscillations were observed with a periodicity of
about 0.4 T.

8. Fe8

The second molecule that has been intensively investi-
gated for its SMM behavior is commonly indicated as Fe8.
The formula is [Fe8O2(OH)12(tacn)6]Br8 (tacn¼ 1,4,7-triaza-
cyclononane) and comprises an octanuclear cation (Fig-
ure 31).[152] The compound is prepared by the controlled
hydrolysis of [Fe(tacn)]Cl3 in a water/pyridine mixture in the
presence of sodium bromide. The two inner iron(iii) ions are
octahedrally coordinated to the two bridging oxo and four
bridging hydroxy ligands. Fe3 and Fe4 coordinate to three
nitrogen atoms of the tacn molecules, two hydroxy and one
oxo ligand, while the outer iron(iii) centers (Fe5±Fe8)
coordinate three nitrogen atoms and three hydroxy groups.
The presence of three different Fe sites has been also
confirmed by Mˆssbauer spectroscopy.[153,154] The oxo ligands
form m3 bridges, while the hydroxy ligands form m2 bridges.
Fe1, Fe2, Fe3, Fe4 form a structure which is often encoun-
tered in polynuclear metal complexes, which has been
described as a butterfly structure.[155] With some fantasy Fe1
and Fe2 define the body and Fe3 and Fe4 the wings of the
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butterfly. From the magnetic point of view this structure gives
rise to spin frustration effects, which make the prediction of
the ground state spin arrangement difficult.

The temperature dependence of cT clearly indicates a
ferromagnetic behavior with a ground S¼ 10 state,[156] con-
firmed by high-field magnetization measurements. At the
simplest possible approach, this ground state can be justified
by putting six S¼ 5=2 spins up and two down. The fit of the
temperature dependence of the susceptibility suggested the
spin arrangement shown by the arrows in Figure 31, which
was experimentally confirmed by a polarized neutron-dif-
fraction experiment (Figure 32).[157] The fit of the suscepti-

bility was performed by assuming a D2 symmetry for the
cluster, which reduced the size of the matrices to be
diagonalized.[158] The values of the J constants[83] compare
well with the values previously reported for simple iron(iii)
low-nuclearity compounds with similar bridges.[159] Similar
sets of values were also obtained through full-matrix calcu-
lations.[83]

The ground S¼ 10 state is largely split in zero-field as
shown by HF-EPR,[153, 158] inelastic neutron scattering,[160,161]

and far infrared spectroscopy.[162] The temperature depend-
ence of the far infrared spectra is shown in Figure 33. Four
clear transitions are observed with maxima at 2.45, 2.93, 3.36,

and 3.8 cm�1 and are attributed to the transitions 	 7!	 6,
	 7!	 8, 	 8!	 9, and 	 9!	 10. Since the cluster has no
symmetry the spin Hamiltonian is more complex than that
used for Mn12ac. A possible form assuming D2 symmetry is
given by Equation (29), where the Om

n operators are defined
in the Appendix.

h ¼ D S2
zþ E ðS2

x�S2
yÞ þ B0

4O
0
4 þ B2

4O
2
4 þ B4

4O
4
4 ð29Þ

The values of the relevant parameters obtained by the
fitting of several different experimental techniques are shown
in Table 5. Single-crystal HF-EPR spectra have also provided

the directions of the principal axes of the D tensor. The easy
axis (that of the prevailing orientation of the individual spins)
makes a small angle, about 108, with the perpendicular to the
plane of the iron ions, while the hard axis passes through the
Fe1 and Fe2 ions. These results show that the splitting has a
large rhombic component, mainly determined by the large
value of the jE/D j ratio. Consequently the energies of the
MS levels in Fe8 are much different from those of Mn12ac
(Figure 34). The lowest-lying levels are almost degenerate 	
MS pairs, but approaching the top of the barrier the levels are

Figure 31. Schematic structure of Fe8 with the suggested preferred ori-
entation of the individual spins.

Figure 33. Far infrared spectra of Fe8 in zero field at different tempera-
tures. Modified from ref. [162].

Table 5: Zero-field splitting parameters for Fe8.[a]

D jE/D j B0
4 B2

4 B4
4 Lit.

�0.205 0.19 1.6î10�6 �5.0î10�6 �8î10�6 [158]
�0.203 0.160 0.7î10�6 8.06î10�8 5.96î10�6 [160]
�0.205 0.150 1.4î10�6 8.06î10�8 5.96î10�6 [162]

[a] See Equation (29).

Figure 32. Spin density map of Fe8 from polarized neutron experi-
ments. Negative contours are dashed (step 0.7 mB/ä2). Modified from
ref. [157].
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strongly admixed, and the MS labeling loses any physical
significance. In fact, above the levels which can be indicated
as þ 5 and �5 there is a nondegenerate level, which is an
admixture of states with smallerMS. Above this again pairs of
quasidegenerate levels are observed, but which cannot be
labeled 	MS. It is apparent that the energy of the barrier in
this case cannot be estimated as the difference in energy
between the lowest and the highest energy levels. It is
probably more appropriate to use the difference between the
lowest lying 	 10 and the nondegenerate level. At any rate,
there must be a sizeable barrier, therefore slow relaxation
effects of the magnetization should be observed at low
temperature.

The origin of the magnetic anisotropy responsible for the
observed zero-field splitting is presumably a mixture of
dipolar and single ion contributions. The dipolar contribu-
tions can be easily and rather accurately calculated assuming
that the magnetic moments are localized on the iron ions and
using the point dipolar approximation.[33] In this frame the
calculated zero-field-splitting parameters D and E are much
smaller than the experimental values. This is not an unex-
pected result, because similar trends were observed in other
polynuclear iron(iii) compounds.[163] Therefore the single ion
contribution is also relevant.

Slow relaxation effects show up below 20 K in Mˆssbauer
spectra.[153,154] This technique has a time scale of 10�8±10�9 s
therefore the blocking temperatures are comparatively higher
than in ac susceptibility measurements which show slow
relaxation effects only below 3 K. Below 1 K the relaxation
time becomes so long that direct measurements can be
performed by measuring the magnetization as a function of
time. The temperature dependence of the relaxation time of
the magnetization in the range 0.070±30 K is shown in
Figure 35. At high temperature the Arrhenius law is approx-
imately followed, with t0¼ 2 î 10�7 s, and D/k¼ 23 K and with
decreasing temperature the curve flattens out. Measurements
below 400 mK show that the relaxation time becomes
temperature independent (t� 5î 105 s), thus confirming the
presence of pure quantum tunneling.[164]

Like Mn12ac, Fe8 gives rise to a stepped hysteresis.[162,165]

In agreement with the smaller zero-field splitting of Fe8 the
steps are separated by about 0.22 T and equally spaced. Also,
in this case, the steps are attributed to thermally activated
tunneling of the magnetization. The dynamic nature of the

hysteresis is illustrated by the strong dependence of the curves
on the sweeping rate of the field (Figure 36).[165, 166] The lower
the sweep rate the smaller the fraction of molecules that can
relax by resonant quantum tunneling at the lower critical
fields. Therefore, the steps at higher critical fields increase
their height as the sweeping rate is increased. As with the
relaxation time the hysteresis becomes temperature inde-
pendent below 350 mK and this makes Fe8 better suited to
investigate all the effects related to the tunneling process. The
square-root decay of the magnetization of Equation (23) has
been observed in Fe8.[165] The role of the dipolar field and its
evolution as the tunneling relaxation proceeds has been
monitored with the use of the hole digging micro-SQUID
techniques.[127] Under experimental conditions that give the
narrowest linewidth for the magnetization hole, the linewidth

of the hole, about 0.8 mT, is significantly smaller than in
Mn12ac, which is in agreement with the reduced hyperfine
field of Fe8 in which the only magnetically active iron nucleus
is 57Fe, with a natural abundance of about 2%. Nevertheless
hyperfine fields play an important role in the tunneling
mechanism. In fact for Fe8 the tunnel splitting of the lowest 	
10 levels corresponds to a field Ht of approximately 10�8 T.
The dipolar field Hd is of the order of 10±30 mT,[167] thus the
tunneling conditions, which require Ht>Hd are not fulfilled.
If tunneling is suppressed, the magnetization at very low
temperature is frozen and so are the dipolar fields. However
the fluctuating hyperfine field Hhyp, generated by the mag-
netic nuclei 1H (I¼ 1=2), 79,81Br (I¼ 3=2), 14N (I¼ 1) present in
the Fe8 clusters, is of the order of 1 mT. The broadening of the
ground 	 10 levels may restore the tunneling conditions for

Figure 34. Calculated energy levels of the split components of the S¼
10 ground multiplet of Mn12ac (gray) and Fe8 (black). The levels of
Fe8 in the upper part of the graph are strongly admixed and their posi-
tion is arbitrary.

Figure 35. Temperature dependence of the relaxation time of the mag-
netization of Fe8 (*) and of Fe8PCl (&). Modified from ref. [178].

Figure 36. Dependence of the hysteresis loops of Fe8 on the field
sweeping rate in the pure tunneling regime (T¼ 0.3 K).
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the molecules for whichHd<Hhyp. Let us suppose that a given
molecule undergoes the transition by the tunneling mecha-
nism. Its relaxation changes the dipolar fields of the
neighboring molecules in such a way that other molecules
reach the tunneling conditions. Therefore the relaxation
process is a continuous one.[118,168] The evolution of the
magnetization with time as well as the hole digging process
have been successfully simulated with Monte Carlo techni-
ques using the tunneling scenario described above.[169,170]

The role of the nuclei in the relaxation process has been
demonstrated in experiments in which Fe8 has been enriched
with the magnetic 57Fe (I¼ 1=2) isotope and/or with 2H (I¼
1).[171,172] Enrichment with 57Fe shortens the relaxation time, in
agreement with the increased hyperfine field, while the
enrichment with deuterium causes an enhancement of the
relaxation time, in agreement with the decreased hyperfine
field (Figure 37). This unusual isotope effect, which is not
related to the mass (which is increased in both isotopically

modified samples), seems to be related to the broadening of
the tunneling resonance as confirmed by the investigation of
the intrinsic linewidth by the hole-digging technique. The
linewidth is larger for the 57Fe enriched sample and smaller
for the deuterated one (inset of Figure 37). The observed
linewidth for the natural-abundance derivative is in qualita-
tive agreement with the hyperfine fields of the protons
determined by NMR spectroscopy.[173, 174] The increase in
linewidth observed in the enriched sample compares well with
an approximation performed taking into account the contact
term of the hyperfine interaction of 57Fe nuclei in iron(iii)
systems.

It is possible to enhance the tunnel splitting by applying a
field perpendicular to the easy axis. When the field is applied
along the hard direction the oscillating behavior described in
Section 5 should than be observed. The measurement of the
tunnel splitting can be best performed by using the Landau±
Zener±St¸ckelberg (LZS) model.[175±177] In a two-level system
the crossing may occur either directly (zero tunnel splitting)
or through an ™avoided crossing∫ (nonzero tunnel splitting;
Figure 38). The avoided crossing occurs if the two states are
admixed. The admixture can be determined both by intrinsic

fields (given by terms such as E (S2
x�S2

y)), and by external
fields, applied parallel to a hard direction. By sweeping the
magnetic field along the easy axis at a relatively high
frequency only a small fraction of molecules can tunnel
within the short period, thus the dipolar field distribution is
not altered. Moreover, if the field is swept over the entire
resonance, the dipolar field distribution has no effect on the
overall tunnel probability. When sweeping the Hz field at a
constant frequency over the avoided energy level in which
crossing between the levels MS and MS’ occurs, the tunneling
probability is given by Equation (30) where dH/dt is the
constant field sweeping frequency.

PMS ;M
0
S
¼ 1�exp½���2

MS ;M
0
S
=ð2 h g�BjMS�M0

SjdH=dtÞ� ð30Þ

If the splitting is zero, P is also zero, and no tunneling
occurs. If D is large, P tends to one, and tunneling occurs. The
magnetization afterN sweeps is given by Equation (31) where
G is the overall LZS transition frequency.

MðNÞ � exp½�2PN� ¼ exp½�� t� ð31Þ

Experimentally G, P, and D can be measured by saturating
the magnetization, then periodically changing the field at a
constant rate.

Wernsdorfer and Sessoli[51] used the micro-SQUID appa-
ratus described in Section 7.3 and measured the tunnel
splitting with the LZS model by sweeping the axial magnetic
field around the values ofHz¼ n0.22 T, with n¼ 0, 1, 2, which
correspond to the tunnel resonance conditions for the 10!
�10, 10!�9, and 10!�8 levels, respectively. The measured
values of D as a function of the applied static transverse field
Hx for the quantum transitions between MS¼þ 10 and MS’¼
�(10�n) are shown in Figure 39. Oscillations with a perio-
dicity of about 0.4 T are clearly seen. These are the first
observations of the destructive interference of tunneling
pathways (the so-called Berry phase shown in Figure 8) in
magnets. The parity effects are clearly seen: the oscillations
are symmetric aroundHx¼ 0, this corresponds to a maximum
value of D for n¼ 0, 2, and a minimum for n¼ 1. If the
observed values are compared with those which can be
calculated using Equations (12) and (13) and the experimen-
tally determined D and E values the agreement is far from
satisfactory. An acceptable agreement is only obtained if the
fourth-order transverse term is included and a B4

4 parameter

Figure 37. Temperature dependence of the elapsed time needed to re-
lax 1% of the saturation magnetization of a deuterium enriched Fe8
crystal (DFe8), of a standard crystal (stFe8), and of a 57Fe enriched
one (57Fe8). The inset shows the hole burnt in the distribution of tun-
neling rate versus applied field for the DFe8 (*), stFe8 (&), and
57Fe8 (~). Modified from ref. [171].

Figure 38. Crossing (±±±) and avoided crossing (––) of pairs of lev-
els as a function of an axial magnetic field.
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about five-times larger than the value provided by HF-
EPR.[158] The period of the oscillation, being related to the
tunnel splitting of low-lying levels, is however very strongly
affected by higher-order terms of the transverse anisotropy,
for which no experimental estimates are available. This area
requires further theoretical and experimental work.

A transverse field modulation can effect the shape of the
hysteresis loop, promoting or suppressing tunneling as shown
in Figure 40, where three hysteresis loops measured for Fe8 in

the quantum regime are reported. The three curves differ for
the applied transverse static field. A transverse field of 0.19 T
significantly enhances the quantum relaxation at the reso-
nance field Hz¼ 0.22 T. The height of the step is larger than
both in zero and in a stronger transverse field of Hx¼ 0.38 T.
This anomalous behavior is only observed in SMMs, where
the tunneling dominates the magnetization dynamics. In
principle with the bidimensional control of the field it should
be possible to influence the hard±soft magnetic character of
the material, as the application of an appropriate transverse
field facilitates the reversal of the longitudinal magnetization,
without affecting the stability of the remnant magnetization in
zero field.

Fe8 is less amenable than Mn12 clusters to ligand
substitution reactions. Actually only one other derivative

has been reported, [Fe8O2(OH)12(tacn)6]Br4.3(ClO4)3.7¥6H2O
(Fe8PCl), in which some of the bromide ions have been
replaced by perchlorate ions.[178] While Fe8 crystallizes in the
triclinic space group P1,[152] Fe8PCl crystallizes in the mono-
clinic P21/c. This change of space group has consequences for
the relative orientations of the molecules in the unit cell. In
fact two magnetically nonequivalent sites are observed in
Fe8PCl which is centrosymmetric. The magnetic properties of
the two compounds are very similar to each other. The HF-
EPR spectra also show a very similar splitting of the ground
S¼ 10 state, with the distinct difference that the second-order
transverse anisotropy is larger in Fe8PCl. (jE/D j ¼ 0.21 in
Fe8PCl and 0.19 for Fe8). This result has consequences for the
relaxation times (see Figure 35). The relaxation times of
Fe8PCl are shorter because of the larger transverse field
anisotropy. The crossover from mixed thermal±quantum to
quantum relaxation occurs in both cases at about 350 mK.

9. Other Single-Molecule Magnets

As expected, other clusters have been reported to have
SMMs behavior, these include Fe4,[179] Mn4,[180±186] V4,[187]

CrM6,[188±191] Ni12,[112] and Mn10.[193] It is apparent that for
SMM behavior it is not the size of the clusters that counts but
rather the value of S in the ground state and the magnetic
anisotropy. However, all these molecules show slow relaxa-
tion effects at lower temperatures than Mn12ac.

[Fe4(OCH3)6(dpm)6] (Fe4; Hdpm ¼ dipivaloylmethane)
has the structure shown in Figure 41.[179] The cluster Fe4
crystallizes in the monoclinic space group C2/c, with crystallo-

graphically imposed C2 symmetry, however, there is some
disorder, resulting from the dpm units. The four iron(iii) ions
are antiferromagnetically coupled to give a ground S¼ 5 state,
as confirmed by the temperature dependence of the magnetic

Figure 39. Transverse-field dependence of the tunnel splitting of quasi-
degenerate M,M’ levels measured for Fe8 at 80 mK. The three curves
corresponds to different resonance fields characterized by n¼ 0, n¼ 1,
and n¼ 2. Modified from ref. [51].

Figure 40. Transverse-field dependence of the hysteresis loop of Fe8 in
the ground-state tunneling regime. Modified from ref. [235].

Figure 41. Structure of Fe4 with the suggested preferred orientation of
the spins. Fe dark gray, C light gray, O medium gray.
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susceptibility. Polycrystalline powder HF-EPR spectra give
D¼�0.20 cm�1, which suggests a barrier for the reorientation
of the magnetization of about 7 K. More accurate single-
crystal investigations performed at W band frequency
(95 GHz) showed the presence of three different sites, in
agreement with the disordered structure, with slightly differ-
ent zero-field-splitting parameters.[194] Similar results were
obtained by inelastic neutron scattering experiments.[195] The
spin dynamics have been studied by Mˆssbauer spectroscopy,
which reveals slow relaxation below 30 K.[154, 196] Slow mag-
netic relaxation was observed below 1 K (t0¼ 1.1 î 10�6 s, D/
k¼ 3.5 K), in reasonable agreement with the above zero-
field-splitting parameters.

There are now several families of Mn4 clusters which show
SMM behavior. The first comprises a central cubane-type
structure [Mn4(m3-O)3(m3-X)]6þ (X¼Cl, F, N3, NCO, O2CMe),
for which a [MnIVMnIII

3 ] charge distribution is suggested along
with a S¼ 9=2 ground state, with a large zero-field splitting.
The D values obtained from measurements on the temper-
ature dependence of the magnetic susceptibility of polycrys-
talline powders are in the range �0.27 to �0.32 cm�1. Values
of about �0.54 cm�1 were estimated from the analysis of HF-
EPR spectra.[180] Below 3 K the system shows an out of phase
ac susceptibility in zero field and an Arrhenius behavior of the
relaxation time. Below 1 K hysteresis loops are observed with
well-defined steps atH¼	 0.5 T, which are in agreement with
the D value estimated from HF-EPR data. More surprising is
the well-defined step observed in zero field, although a half-
integer spin should not show tunneling in zero field.[180] In
fact, the relaxation becomes temperature independent, sug-
gesting the presence of tunneling.

More recently, another S¼ 9=2 cluster, [Mn4O3(OSi-
Me3)(O2CMe)3(dbm)3] (Hdbm¼dibenzoylmethane) has
been extensively investigated at low temperature along with
a MnII

2 MnIII
2 , S¼ 8, cluster of formula [Mn4(O2C-

Me)2(Hpdm)6](ClO4)2 (H2pdm¼ pyridine-2,6-dimethanol).
Thanks to the micro-SQUID techniques and the Landau±
Zener model the tunnel splitting of the ground state has been
investigated as a function of the magnetic field applied
perpendicularly to the easy axis.[197] The tunnel splitting
increases much faster with increasing transverse field for the
S¼ 9=2 cluster than the S¼ 8 cluster or the Fe8 cluster which
also has an integer spin state. These findings confirm that the
tunneling is partially quenched in zero field for half-integer
spin. The parity effect in the tunnel splitting is clearly in
agreement with Kramers theorem,[34, 56] and the results
reported by Wernsdorfer et al. [197] are a nice experimental
confirmation of it. In the compound of formula [Mn4O3Cl4-
(O2CEt)3(py)3] (py¼ pyridine) two Mn4 clusters, each one
characterized by a S¼ 9=2 ground state, are connected through
weak hydrogen bonds. The effects of this intercluster
interaction are also visible in the tunneling of the magnet-
ization, which is suppressed in zero field because at this field
both clusters should tunnel at the same time.[198]

Another well documented type of small SMM is provided
by compounds of formula [VIII

4 O2(O2CR)7(bpy)2]þ (byp¼ bi-
pyridine) with a V4O2 core arranged in a butterfly struc-
ture.[187] Vanadium(iii) is a d2 ion which inOh symmetry has an
orbitally degenerate 3T1g state. However, neglecting compli-

cations associated with orbital degeneracy the temperature
dependence of the magnetic susceptibility suggested a ground
S¼ 3 state, withD¼�1.5 cm�1. This result suggests an energy
barrier of about 18 K, but only a very weak out-of-phase
signal was observed in the ac susceptibility measurements.
Similar parameters were reported for [NEt4]-
[VIII

4 O2(O2CR)7(pic)2] (pic¼ 2-picolinate) in which stronger
out-of-phase signals were observed which shift on applying
external magnetic fields.

The list of systems showing SMM behavior is continually
increasing. Increasing the spin ground state is still the goal of
the synthetic efforts of many groups. Spin states larger than
ten have in fact been observed in Mn10,[199] Fe19,[200,201] and
Ni12[192, 200,201] clusters, as well as in heterometallic clusters
containing cyanide bridges.[188±190] Despite of the larger spin of
the ground state, the magnetic anisotropy is relatively small
for these compounds and the blocking temperature is around
or below 1 K. Evidence of the thermal-assisted tunneling of
the magnetization are often limited to the observation of an
Arrhenius behavior with a significantly reduced barrier
height, and comparison of the magnetic anisotropy estimated
from EPR and magnetic data. A larger database of well-
characterized systems could help in clarifying some points,
such as the role played by the excited spin states or that
played by the anisotropic terms of the intracluster exchange
interaction for the still relatively rare phenomenon of
resonant magnetic tunneling.

10. Conclusions and Perspectives

The field of single-molecule magnets is still rapidly
expanding, and there is no doubt that in the next few years
there will be many more compounds available, perhaps with
higher blocking temperatures and better controlled quantum
effects. Further attempts will also be made to organize the
SMMs into layers in which it will be possible to address
individual molecules.[202±205]

Other categories of classical molecular magnetic clusters
are also being studied. These include the antiferromagnetic
rings, which have been suggested to give rise to tunneling
effects of the Neÿl vector,[206, 207] and individual clusters with
antiferromagnetic coupling, such as V15[208±211] and Fe30.[212]

Antiferromagnetic rings of different size, but so far only
even membered, have been reported. This is a pity because in
odd membered rings spin frustration effects might be
observed, giving rise to a rich spin dynamics. Interesting
quantum effects have been observed in antiferromagnetic
rings, of the type [Fe10(OMe)2(CH2ClCOO)10] (Fe10), the so-
called ferric wheel.[213] Below 1 K, Fe10 is in the ground S¼ 0
state, so that the low-field magnetization is zero. However, on
increasing the field the excited states with S> 0 rapidly
decrease their energies, and a crossover between the ground
states S¼ 0 and S¼ 1 is observed as a step in the magnet-
ization curve. At higher fields analogous crossovers occur, for
example between S¼ 2 and S¼ 1 and, in strong pulsed fields,
it was possible to observe the crossover to an S¼ 9 ground
state. The position of the steps provides information on the
energy separation of the excited states in zero field, assuming
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that the g values are known, a reasonable assumption for
iron(iii) compounds. The stepped magnetization indicates the
appearance of the quantum size effects in molecular clusters
on a macroscopic scale. However, if the same measurements
are performed on [Mo72Fe30O252{Mo2O7(H2O)}2{Mo2O8H2-
(H2O)}(CH3COO)12(H2O)91]¥150H2O (Fe30), completely dif-
ferent results are observed.[212] The molybdenum ions are
diamagnetic, therefore the magnetic properties are associated
with the 30 iron(iii) ions which are located on the vertices of
an icosidodecahedron. Because of the geometry of the spin
sites and the antiferromagnetic exchange, spin frustration and
competing ordered states are expected to occur. The temper-
ature dependence of the magnetic susceptibility gave (using
classical spins) J� 1.6 K, and the field dependence of the
magnetization did not show any quantum size effect down to
0.46 K. The linear increase in magnetization for Fe30 is
characteristic of an antiferromagnet. This situation suggests
that for Fe30 the spin levels define a quasicontinuum and
quantum effects are only expected to show up below 100 mK.
In this sense Fe30 can be considered as a tiny antiferromag-
net, exactly as Mn12ac can be considered as a tiny ferrimag-
net.

In addition to Fe10 there are several other iron(iii)
antiferromagnetic rings reported (Fe6,[214±220] Fe8,[221] Fe12,[222]

Fe18[223]) and also rings comprising different metal ions, such
as the chromic wheels.[224±227] Several features of these
antiferromagnetic rings are as yet not completely understood.
There is clear indication of avoided crossing between the
levels, a requisite for observing quantum tunneling in the
Landau±Zener approach. Odd spin terms would be required
to allow the admixture of neighboring states (with S differing
by 	 1, as observed at the S¼ 0!1, S¼ 1!2, crossovers). The
role of Dzyaloshinski±Moriya terms, that is antisymmetric
exchange, has been advocated, but this demands non-
centrosymmetric structures, however most of the wheels are
centrosymmetric.[225, 228]

A somewhat similar situation has been observed recently
in K6[V15As6O42(H2O)]¥8H2O (V15; S¼ 1=2). This is a cluster
comprising fifteen vanadium(iv) ions, with a structure made
up of three metal-ion layers containing six, three, and six
vanadium ions, respectively.[229] The coupling between the
ions in the two hexagonal V6 layers is strongly antiferromag-
netic, in such a way that these layers are in the ground S¼ 0
state at low temperature. The three spins in the triangular V3

layer are frustrated, with a pair of degenerate spin doublets
lying lowest.[208] A ™butterfly∫ hysteresis loop was observed
below 200 mK suggesting avoided crossing between the low-
lying levels.[209,210] Again the role of the antisymmetric
exchange terms is assumed to be important, but more
experimental and theoretical work is needed to understand
fully the physical properties of V15.

Of course, one of the goals is that of synthesizing larger
clusters, because it would be important to obtain systems
containing hundreds of magnetic atoms, systems with a size in
the mesoscopic regime. The seminal results reported by
M¸ller and co-workers[212,230±234] suggest that this route may be
possible. Clearly it is not only necessary to synthesize large
molecules, which contain a large number of magnetic centers;
it is also necessary to promote suitable magnetic interactions

between them. The role of the bridging ligands is thus of
paramount importance. So far m2, m3, and even m6 bridging O2�,
OR� groups have been found to be very versatile for
promoting strong coupling between transition-metal ions.
Another interesting bridging ligand is the CN� ion, which has
also the advantage of being asymmetrical thus inducing
selectivity when bridging different transition-metal ions.
Other ligands will certainly be investigated in the next years.
Particularly promising are sulfur-based ligands, which have
the advantage of forming stronger covalent bonds than
oxygen, and as a consequence a stronger magnetic interac-
tion. The use of paramagnetic bridging ligands, such as
nitronyl nitroxides and semiquinones, may also be anticipat-
ed.

The physical conditions for obtaining SMM behavior are
understood, an easy axis (Ising) type magnetic anisotropy is
required. The physical conditions for achieving this are, for
ions such as iron(iii), chromium(iii), manganese(iii), cobalt(ii)
which have been intensively investigated in the last few years,
increasingly clear. We remind that the sources of anisotropy
are twofold, either associated with the ™building blocks∫
(single-ion anisotropy) or to the ™mortar∫ connecting them
(spin±spin anisotropy). Since the anisotropy is a tensorial
property it is determined by the tensorial sum of the local
anisotropies.[235] In other words it is not sufficient (and may
not even be necessary), to choose individual building blocks
with the correct Ising type anisotropy, because the bulk
anisotropy of the cluster will actually depend on the geometry
of the whole structure. To build-up magnetic anisotropy from
the anisotropy of the building blocks, it is certainly a good
guideline to exploit transition-metal ions which have orbitally
nondegenerate ground states. However it must be remem-
bered that the actual anisotropy of the magnetic molecules
depends on how the individual building blocks are spatially
oriented one relative to the other. And frankly speaking this
still seems to be beyond our control, suggesting that
serendipity must play an important role in the development
of SMMs.[212,230±235]

If the goal of making SMMs is that of increasing the
blocking temperatures, then increasing the number of cou-
pled spins and keeping the interactions between the individ-
ual spins as strong as possible is certainly the best way
forward. In this sense the ferrimagnetic approach, that is,
assembling either different antiferromagnetically coupled
spins, or different numbers of antiferromagnetically coupled
spins, is the easiest approach. Strong ferromagnetic coupling
is rather difficult to develop.

Possible applications of magnetic clusters range from
novel magnetic storage media to quantum computing. The
possibility of storing information in the nanometer-size
magnetic iron(iii) core of Ferritin is currently being inves-
tigated[236±239] thus it is possible that other similar clusters
might well be suitable. In general it may be expected that all
the uses of magnetic particles might be extended to molecular
clusters, for example, magnetic drug delivery, contrast agents
for magnetic resonance imaging (MRI), and magnetocaloric
effects. The use of smaller particles has been suggested for
implementing Grover©s algorithm for quantum comput-
ing.[18, 239]
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