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1

Introduction

These lecture notes attempt to give a pedagogical account of the basic physics of
Majorana bound states and the topological superconductors which host them. They
introduce the basic concepts as well as possible experimental realizations, emphasizing
one-dimensional systems which much of the current experimental activity is focused
on. In writing these notes, we preferred simple arguments and explicit derivations
that illustrate the main points rather than the theoretically most pleasing or general
approach. The notes are emphatically not a review, and referencing is not meant to
be complete or to accurately reflect the development of the field. Much more complete
lists of references can be found in the original literature [1–4].

1.1 Motivation

Bosons are frequently their own antiparticles. Quite distinctly, no elementary fermion
is known to have this property. A long time ago, Majorana developed a theoretical
description of fermions which are their own antiparticles [5]. Ever since, there have
been attempts to find such particles in nature, with neutrinos being the most likely
candidate [6]. These experiments typically search for neutrinoless double-β decays
(Fig. 1.1). In a β-decay, a neutron decays into a proton, an electron, and a neutrino.
In a neutrinoless double-β decay, two neutrons would be decaying into two protons
and two electrons without emitting any neutrinos. A neutrinoless double-β decay is
only possible when the neutrino is its own antiparticle and hence a Majorana fermion.
Indeed, when a particle is its own antiparticle, creating and annihilating this particle
is in some sense the same process. Then, the neutrino virtually emitted by one neutron
can be absorbed in the β-decay of the other neutron, with no real neutrino created
in the process. To date, no experiment could convincingly detect such a neutrinoless
double-β decay.

In these notes, we are concerned with Majorana bound states. Unlike the particles
that Majorana envisioned, these do not have any dynamics of their own in that they
do not possess a dispersion as a function of a momentum quantum number. But they
do share the property that annihilating and creating these excitations is described by
the same operator,

γ = γ†, (1.1)

i.e., γ is a hermitian operator. As these bound states do not have any dynamics of
their own, we can simply label them as γj with j = 1, 2, 3, . . ., where j enumerates,
say, their locations. In a way, these condensed matter Majoranas are even more exotic
and interesting than their high-energy counterparts. This is because of two of their
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Fig. 1.1 Double-β decay is only possible when neutrinos are their own antiparticles. Then,

the two neutrinos which are virtually emitted by the two neutrons can mutually annihilate.

essential properties: First, spatially isolated Majorana bound states have zero exci-
tation energy with non-Majorana excitations separated by a finite energy gap. Thus,
the existence of isolated Majorana bound states necessarily implies that the many-
body ground state of the system is multiply degenerate. These degeneracies are highly
nonlocal in that each twofold degeneracy of the ground state is associated with the
existence of two Majorana bound states. Second, their quantum statistics turns out to
be neither bosonic nor fermionic but rather of a new type called nonabelian quantum
statistics. When exchanging (also termed braiding) two Majorana bound states, the
many-body state of the system neither remains unchanged (as for bosons) nor is it
multiplied by a minus sign (as for fermions) nor even multiplied by a general phase
factor (as for abelian anyons). Instead, it undergoes a unitary rotation in the degen-
erate ground-state subspace. As is typical for rotations in higher dimensions, these
unitary transformations within the ground-state manifold generally do not commute,
hence the name nonabelian statistics.

It is these two properties that make Majoranas attractive building blocks for topo-
logical quantum information processing [7,8]. In his seminal work [7], Kitaev envisioned
to encode the quantum information within the degenerate ground state manifold as-
sociated with the Majoranas and to process this information by means of braiding
operations. Recall that the ground-state degeneracy associated with the Majoranas is
robust as long as the Majoranas remain spatially isolated. This implies in particular
that this degeneracy remains unaffected by local perturbations of the system, such
as electric or magnetic fields and that there are no relative dynamical phases which
spoil the phase relations between different components of the many-body wavefunc-
tion within the ground-state manifold – at least as long as the fields vary adiabatically
in time on the scale of the gap. This robustness to perturbing electric and magnetic
fields can be thought of intuitively as a consequence of the Majoranas being their own
antiparticles. Such particles can carry neither charge nor spin, as both would reverse
sign for the antiparticle, and are thus unaffected by external fields.

The insensitivity to fields leads to a high degree of (topological) protection of the
encoded quantum transformation against decoherence. But it also means that these
fields cannot be used to manipulate this information. Instead, one hopes to use braiding
operations of the Majorana bound states to manipulate the quantum information.
Due to their nonabelian statistics, such braiding operations effect unitary operations
within the degenerate ground-state manifold and thus manipulation of the encoded
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quantum information. Just as the information storage is topologically protected, so
is this strategy of information processing. Indeed, the effect of the braiding operation
is insensitive to the specific geometry of the exchange path but depends only on its
topology, i.e., the fact that we exchange two of the Majoranas.

Let us briefly address two concerns that one might have about this scheme. The
first is simple: How does one braid the Majoranas given that they are insensitive to
magnetic and electric fields? While the energy of the Majorana bound state is indeed
insensitive to electric and magnetic fields, the position of the bound state is not! This
is because the bound state is usually localized near a defect of the underlying phase,
such as a domain wall or a superconducting vortex, and these defects can be moved by
the application of electric or magnetic fields. The second concern turns out to be more
serious: For a quantum computer to be universal, braiding operations must be able
to implement any possible unitary transformation within the ground-state manifold.
This is actually not the case for Majorana bound states. Thus, building a universal
quantum computer based on Majoranas requires one to perform some operations in
ways which are not topologically protected. Nevertheless, it turns out that one may
still gain significantly from performing only a subset of operations in a topologically
protected manner.

Above, we introduced the creation and annihilation operators associated with Ma-
jorana bound states through Eq. (1.1). In fact, any ordinary fermionic system can
be discussed in terms of such operators. To see this, just note that we can always
decompose conventional fermionic operators cj (satisfying the anticommutation rela-

tions {ci, cj} = {c†i , c
†
j} = 0 and {ci, c†j} = δij) into their hermitian and antihermitian

parts,

cj =
1

2
(γ2j−1 + iγ2j), (1.2)

just as complex numbers can be decomposed into their real and imaginary parts. (The

factor of 1/2 is a convention.) Here, all γj are hermitian operators, satisfying γj = γ†j ,
and we have written the antihermitian part of cj as iγ2j . Expressing the γj in terms
of the original fermion operators by inverting Eq. (1.2), one readily finds that the γj
satisfy the Majorana anticommutation relations

{γi, γj} = 2δij . (1.3)

If we can discuss any fermionic system in terms of Majorana operators, what is so
special about them? The answer is twofold: First, we will be concerned with situa-
tions, in which the Majorana operators are eigenoperators of the system. In a generic
fermionic system, the Majorana operators introduced through Eq. (1.2) are not eigen-
operators. Second, the Majoranas introduced in this fashion do not correspond to
spatially isolated bound states of the system. In contrast, the spatial isolation is ab-
solutely essential for all the special properties of the Majorana bound states which we
discuss in these notes.

The Majorana anticommutation relation can be used to amplify the difference
between Majoranas on the one side and fermions and bosons on the other. Eq. (1.3)

implies that (γ†j )
2 = 1. Thus, creating two Majoranas of the same kind brings the

system back to the state it started from. This is of course eminently reasonable for
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a particle which is its own antiparticle – the second Majorana simply annihilates the
first. On the other hand, this is very different from bosons or fermions. Fermions satisfy
the Pauli principle which implies that conventional fermionic operators square to zero.
Adding two bosons to some (Fock) state by multiplying it by the square of a boson
creation operator takes the system into a state which is orthogonal to the original one.

There have recently been numerous experiments which provided possible evidence
for Majorana bound states [9–17]. Many of these experiments are based on one-
dimensional electron systems coupled to conventional s-wave superconductors. These
notes focus on this class of systems. While there is substantial reason to be optimistic,
the interpretation of many of these experiments is currently still under debate. For this
reason, we will refrain from a detailed discussion of these experiments. Instead, we aim
at providing the background knowledge required for understanding the experimental
systems and the Majorana signatures that they are based on, allowing the reader of
these notes to come up with their own judgment.

These lecture notes are organized as follows. The remainder of the Introduction will
be concerned with heuristic considerations where one might reasonably look for Ma-
jorana bound states. Section 2 is concerned with simple model systems which exhibit
Majorana bound states. We will focus on one-dimensional systems where Majoranas
are associated with domain walls between topological and nontopological supercon-
ducting phases. While these models seem rather removed from experiment at first, it
is now clear that they can be effectively realized in experimentally relevant systems.
This is discussed at length in Secs. 3, 4, and 5, which are concerned with proximity-
coupled topological-insulator edges, semiconductor quantum wires, and chains of mag-
netic adatoms, respectively . Section 6 discusses how to manipulate Majorana bound
states and derives their nonabelian statistics explicitly in a particularly simple setting.
Section 7 discusses some popular techniques how to detect Majorana bound states in
experiment. We conclude in Sec. 8.

1.2 Heuristic arguments

Let us start with a heuristic argument where we might be looking for Majorana ex-
citations which are their own antiparticle, i.e., whose creation and annihilation oper-
ators satisfy γ = γ†. The building blocks at our disposal in a conventional metal or
semiconductor material are electrons and holes which can be viewed as particles and
antiparticles. An excitation which is its own antiparticle should therefore consist in
equal parts of electrons and holes. One such excitation in the solid state is the exci-
ton, a bound state of an electron in the conduction band and a hole in the valence
band. However, excitons are bound states of two fermions. These are created by prod-
ucts of two fermionic operators, and can thus be approximately described as bosonic
excitations.

In order to realize Majorana excitations, we therefore need to consider operators
satisfying γ = γ† which are linear in the original fermionic operators. Such an operator
which consists in equal parts of electrons and holes is1

1This is obviously not unique. We could also consider operators such as i(c− c†) or eiϕc+ e−iϕc†.
This is not essential for the heuristic argument in this section.
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γ = c+ c†. (1.4)

Written in this form, it becomes clear that we should be looking for Majorana excita-
tions in BCS superconductors. As is familiar from the BCS theory of superconductiv-
ity, these have fermionic quasiparticle excitations described by linear combinations of
creation and annihilation operators,

γ = uc+ vc†. (1.5)

The prefactors in this linear combination depend on the energy of the (Bogoliubov)
quasiparticle excitation.

An excitation far above the superconducting gap will be only weakly affected by the
superconducting correlations and consequently behave, to a good approximation, like
an electron. We expect that annihilating such an excitation is essentially equivalent
to annihilating an electron, and thus u ≈ 1 and v ≈ 0. Similarly, an excitation in the
Fermi sea far below the superconducting gap will essentially look like a hole. To a good
approximation, annihilating such an excitation just corresponds to filling the hole, i.e.,
we have u ≈ 0 and v ≈ 1. A Majorana excitation has equal amplitudes of c and c†,
i.e., we are looking for an excitation with u = v.2 In view of the energy dependence
of the prefactors u and v, it is natural to expect u = v halfway in between the
electron-like and the hole-like excitations, i.e., for midgap excitations with excitation
energy E = 0. We should thus be looking for Majoranas as zero-energy excitations in
superconductors.

An attentive reader might object that these arguments do not make sense. The
argument neglects the fact that electrons have spin and so do the Bogoliubov quasi-
particles. In standard BCS theory, the Bogoliubov quasiparticles have the form

γ↑ = uc↑ + vc†↓, (1.6)

which differs from Eq. (1.5) by the spin labels. Clearly, the spin indices spoil the
Majorana property, i.e., these spinful Bogoliubov operators are no longer equal to
their adjoint, γ↑ 6= γ†↑, even when u = v.

However, there is an emergency exit that allows us to save the argument. We simply
assume that we are considering BCS pairing of spinless fermions. Then the fermionic
operators c and c† do not have spin indices and Eq. (1.5) is the appropriate operator for
the Bogoliubov excitations. Thus, we should be looking for Majoranas as zero-energy
excitations in superconductors made of spinless fermions.

Finally, the assumption of spinless fermions immediately has one more consequence.
In superconductors, the fermions pair into Cooper pairs. Because of the Pauli princi-
ple, the Cooper pair wavefunction must be antisymmetric. In conventional (s-wave)
superconductors, this is satisfied because the electrons are in an antisymmetric spin sin-
glet configuration while their orbital wavefunction is a symmetric s-state. For spinless
fermions, there is no spin part of the Cooper pair wavefunction and the antisymmetry
must be in the orbital part. Then, the pairing symmetry can no longer be s-wave and
the simplest antisymmetric option is p-wave pairing.

2Or in view of the previous footnote, more accurately u = v∗.
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Thus, we can finally state where we should be looking for Majoranas: as zero-energy
excitations in spinless p-wave superconductors!
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Spinless p-wave superconductors

2.1 Continuum model and phase diagram

Of course, the heuristic arguments of the previous section do not imply that spin-
less p-wave superconductors host Majoranas. To confirm that this can indeed be the
case, we will now study a one-dimensional model of a spinless p-wave superconduc-
tors. To be specific, we will look at a continuum mean-field model with many-particle
Hamiltonian1

H =

∫
dx

{
ψ†(x)

(
p2

2m
− µ

)
ψ(x) + ∆′[ψ†(x)∂xψ

†(x) + h.c.]

}
. (2.1)

Here, ψ†(x) creates a spinless fermion at position x and ξp = p2/2m − µ is their
normal-state dispersion. The pairing of strength ∆′ (assumed real for definiteness)
is of p-wave nature, as reflected in the presence of the derivative ∂x in the pairing
terms. Note that ∆′ has units of velocity. The BdG Hamiltonian associated with the
many-body Hamiltonian is (cp. App. A)

H =

(
ξp −i∆′p
i∆′p −ξp

)
= ξpτz + ∆′pτy, (2.2)

where τ denotes the vector of Pauli matrices τi in particle-hole space.
We can straightforwardly derive the excitation spectrum of the model from the BdG

Hamiltonian. For an infinite system (or a system with periodic boundary conditions),
momentum is a good quantum number and we obtain

Ek = ±[ξ2
k + ∆′

2
k2]1/2 (2.3)

by diagonalizing the 2× 2 BdG Hamiltonian. This spectrum is gapped almost every-
where, except when ξk = 0 for k = 0, i.e., when µ = 0.2 Of course, the model also
becomes gapless in the absence of pairing and any positive chemical potential, i.e., for
∆′ = 0 and µ > 0.

1Often, one first discusses a lattice version of this model, the so-called Kitaev chain [18]. This is
briefly discussed later in these notes in Sec. 5.3. This section can also be read at this point.

2Note that this is distinctly different from s-wave pairing for which the excitation spectrum Ek =
±[ξ2k + ∆2]1/2 is always gapped for nonzero pairing, regardless of the chemical potential.
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Fig. 2.1 The phase diagram of a one-dimensional p-wave superconductor as function of

p-wave pairing strength ∆′ and chemical potential µ. There are topological superconducting

phases for µ > 0, while the system is topologically trivial for µ < 0. The topological phases

at positive µ differ in their winding numbers depending on the sign of ∆′.

The lines µ = 0 as well as ∆′ = 0 for µ > 0 delineate topological quantum phase
transitions. To make this explicit, rewrite the 2× 2 BdG Hamiltonian in Eq. (5.52) as
a spin Hamiltonian,

Hk = bk · τ , (2.4)

where bk can be viewed as an effective Zeeman field acting in particle-hole space.
According to the BdG-Hamiltonian (5.52), we have

(bk)x = 0 ; (bk)y = ∆′k ; (bk)z = ξk. (2.5)

We can now consider the mapping from reciprocal space k ∈ R to the unit vector
b̂k = bk/|bk|. As the vector bk lies in the yz plane and the corresponding unit
vector on a circle, there is a topological winding number associated with this mapping,
which counts the number of times the image winds around this circle. This mapping
is illustrated in Fig. 2.2.

Consider first the case of µ < 0. Then, we have ξk > 0 for all k and the unit vector
b̂k remains on the upper half circle for all k ∈ R, pointing in the positive z-direction
for k = ±∞. Thus, for µ < 0, the unit vector has winding number zero.

Now consider µ > 0. In this case, ξk changes sign from positive values at large |k|
to negative values near k = 0. Similarly, by changes sign as k changes from negative

to positive. As a result, the unit vector b̂k winds once around as k varies from −∞ to
+∞. It is also evident that the direction of winding depends on the sign of ∆′. As a
result, we have a winding number ±1 depending on the sign of ∆′.

Thus, we find that the system has one phase – referred to as nontopological or
trivial phase – with zero winding number and a topological phase (or more accurately
topological phases – see below) with a nonzero winding number. The trivial phase
occurs when the chemical potential is below the bottom of the normal-state band.
We can change parameters in (a.k.a. deform) the Hamiltonian to the vacuum limit
µ → −∞ without ever closing the gap. This is a characteristic feature of a trivial
gapped phase. In contrast, the topological phase occurs for µ > 0 and there is always
a gap closing when deforming the Hamiltonian from the topological phase towards the
vacuum limit.
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The excitation spectrum also becomes gapless for ∆′ = 0. This allows the winding
number to change sign along the line ∆′ = 0 and µ > 0. Thus, there are two distinct
topological phases with opposite signs of the winding number. In fact, more generally,
the winding number can take on any value in Z, as long as the Hamiltonian satisfies a
chiral symmetry. In the present case, this chiral symmetry is reflected in the fact that
the Hamiltonian (2.4) involves only two of the three Pauli matrices, so that

{τx, Hk} = 0, (2.6)

which places this Hamiltonian into symmetry class BDI.3 Clearly, it is this absence
of the third Pauli matrix that makes the unit vector b̂k lie in a plane which in turn
allows the definition of a winding number.

We could also consider more general Hamiltonians which involve all three Pauli
matrices, which fall into symmetry class D. Even in this case, we can define a topolog-
ical index, which is now a Z2 index taking on only two distinct values corresponding
to the trivial and topological phases. To understand this, it is perhaps easier to con-
sider a lattice system with Brillouin zone k ∈ [−π/a, π/a]. The essential observation
is that in a spinless system, there can be no pairing of the k = 0 and k = ±π/a states.
The reason is that pairing is between states with opposite momenta. For k = 0, the
opposite-momentum state would be the state itself. For k = π/a, this is actually also
the case since it differs from its opposite-momentum partner k = −π/a by a reciprocal
lattice vector, so that the two need to be identified. The absence of pairing at k = 0
and k = ±π/a implies that the unit vector b̂k necessarily points along the z-direction
at these points of the Brillouin zone, either in the positive or the negative z-direction.

Now the mapping from the Brillouin zone to the unit vector b̂k is a mapping into
the surface of a sphere and there can be two topologically distinct bandstructures, see
Fig. 2.3: Either, b̂k has the same sign at k = 0 and k = ±π/a, which corresponds
to the trivial phase, or it has opposite signs which happens in the topological phase.
Physically, this index measures whether the chemical potential falls within the band
or not. Indeed, k = 0 and k = ±π/a correspond to minimum and maximum of the
normal-state band and the sign of the z-component of b̂k is determined by whether
the normal-state energy εk is below or above the chemical potential.

3We will not discuss the symmetry classification of topological phases in any detail. The interested
reader is referred to the literature [20].

TR TP

(a) b̂z

b̂y

(b)

b̂y

b̂z

Fig. 2.2 Illustration of the mapping k → b̂k in symmetry class BDI. (a) Trivial or nontopo-

logical phase. (b) Topological phase.
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Fig. 2.3 Illustration of the mapping k → b̂k in symmetry class D. (a) Trivial or nontopo-

logical phase. (b) Topological phase.

2.2 Domain walls and Majorana excitations

We can induce a domain wall between the topological and the trivial phase by a spa-
tially varying chemical potential. At the domain wall, the chemical potential changes
from negative to positive values. Let’s assume that µ changes linearly in x in the
vicinity of the domain wall,4

µ(x) = αx. (2.7)

Clearly, the gap in the excitation spectrum vanishes right at the domain wall and
increases linearly away from it. Thus, it is natural to suspect that there are bound
states trapped at the domain wall.

Quite generally, domain walls between topologically distinct phases are associated
with gapless excitations. Examples are the chiral edge states of quantum Hall states
or the helical edge states of topological insulators. We will now see explicitly that in
the present case, the domain wall is also associated with a gapless excitation and that
this gapless excitation is a zero-energy Majorana bound state.

While this is a general property of domain walls in this model, we will only consider
a limit in which the calculation becomes particularly simple. Indeed, for a sufficiently
smooth domain wall, the relevant momenta in the vicinity of the domain wall are small
and we can neglect p2/2m in the BdG Hamiltonian (2.2).5 Then, the BdG Hamiltonian
of the domain wall takes on the form

H = −αxτz + ∆′pτy. (2.8)

This has the form of a Dirac Hamiltonian with a spatially varying mass. In fact, the
mass changes sign at the position of the domain wall. Following the seminal work of
Jackiw and Rebbi [19] in the context of high-energy physics, this implies under rather
general conditions that there is a zero-energy bound state localized at the domain wall.

Indeed, the spectrum of this Dirac Hamiltonian is readily obtained by squaring
the Hamiltonian. As any Bogoliubov-deGennes Hamiltonian, the spectrum of H is

4It is also straightforward to study domain walls at which the chemical potential jumps abruptly
from negative to positive values. It is left as an exercise for the reader to derive the subgap spectrum
in this case.

5To see this, compare the chemical potential and the pairing term. This implies that there is a

characteristic length
√

∆′/α and thus a characteristic energy
√

∆′α. Then, the quadratic term is of

order α/m∆′, which is small compared to the characteristic energy as long as α� m2∆′3.
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symmetric about zero energy, i.e., for any eigenstate with energy E, there is another
eigenstate with energy −E (see App. A). Thus, we do not lose any information on
the spectrum when squaring the Hamiltonian. Using that the Pauli matrices square
to unity and anticommute,

{τi, τj} = 2δij , (2.9)

we obtain
H2 = (αx)2 + (∆′p)2 −∆′α[x, p]τzτy. (2.10)

With the commutator [x, p] = i and τzτy = −iτx, this simplifies to

H2 = (αx)2 + (∆′p)2 −∆′ατx. (2.11)

In the eigenbasis of τx (labeled by ±), this is a harmonic-oscillator Hamiltonian up
to a shift in energy, and the bound-state spectrum associated with the domain wall
becomes

(E±n )2 = 2∆′α

(
n+

1

2

)
∓∆′α. (2.12)

In line with general expectations for domain walls between topologically distinct
phases, there is an eigenstate with exactly zero energy, E+

0 = 0.
To better understand the quasiparticle excitation which is described by this zero-

energy state, let us consider the associated Bogoliubov operator. The zero-energy
eigenspinor of the BdG Hamiltonian is

〈x|n = 0,+〉 = u0(x)

(
1
1

)
, (2.13)

where u0(x) is the Gaussian ground-state eigenfunction of the harmonic oscillator,
centered at the domain wall. Then, the Bogoliubov operator follows in the usual way,
cf. App. A, by “dotting” the bra 〈n = 0,+| into the Nambu spinor, [ψ(x), ψ†(x)]T .
This gives

γ =

∫
dxu0(x)[ψ(x) + ψ†(x)]. (2.14)

This quasiparticle operator does indeed obey the Majorana property γ = γ†.6

2.3 Topological protection and many-body ground state

We have derived the zero-energy Majorana mode only for a special limit in which the
calculation becomes particularly simple. It is thus natural to ask how general the result
is. As mentioned above, such a zero-energy Majorana state is generically found at any
domain wall between the topological and the trivial phase. A simple argument which
shows that this must be the case is the following. Consider a semiinfinite ’wire’ in the
topological phase. The end of the system is a domain wall between the topological
phase and the trivial phase as represented by the “vacuum” outside the system. Thus,
there is one zero-energy Majorana bound state localized at the end of the wire. Its BdG

6Note that we can take the ground-state wavefunction u0(x) of the harmonic oscillator to be real.
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spectrum consists of the zero-energy Majorana state and the symmetric quasiparticle
continua outside the gap at positive and negative energies. Imagine that we are now
deforming the Hamiltonian by changing its parameters. As long as the gap does not
close, the symmetry of the BdG spectrum between positive and negative energies
implies that the zero-energy state must stay put at zero energy!

Next consider a system of finite length. Then there are two Majorana bound states,
one at each end of the wire. As long as we can neglect the overlap between these
two localized Majorana bound states, both Majorana bound states have exactly zero
energy. Overlap between the Majorana end states introduces a coupling between them
and the two Majorana zero modes can split into two states whose energies are nonzero
and symmetric about zero energy. As the Majoranas are exponentially localized, the
energy splitting decreases exponentially with the length of the wire.

Now consider a wire which is sufficiently long so that we can neglect the overlap
between the Majoranas at its ends. Then, the excitation spectrum has two zero-energy
Majorana bound states with their corresponding quasiparticle operators, say, γ1 and
γ2. We can combine these two Majorana operators into one conventional fermion op-
erator,

c =
1

2
(γ1 + iγ2). (2.15)

As usual, this conventional fermion can be either empty or occupied. Since the Ma-
jorana bound states have zero excitation energy, both states have exactly the same
many-body energy, and we find that there are two degenerate ground states.

Interestingly, these two states differ by fermion number parity. The mean-field
Hamiltonian of superconductors break particle-number conservation. Fermion number
parity, however, remains a good quantum number, since the pairing terms add or re-
move particles only in pairs. In conventional superconductors, we expect the ground
state to have even fermion parity. Any state with an odd number of fermions would
necessarily have one unpaired electron which is less favorable than a fully paired state.
In contrast, the two ground states of our wire in a topologically nontrivial supercon-
ducting phase differ by the occupation of a single fermion state, so that we have one
ground state with even and one ground state with odd fermion number parity. The
fermion parity operator can be written as P = 2c†c− 1 with eigenvalues ±1, or as

P = iγ1γ2 (2.16)

when written in terms of the Majorana operators.
When there are 2N Majorana bound states, we can use the same strategy and

group them into N pairs. Each pair of Majorana fermion operators γ2j−1 and γ2j

can be combined into a conventional fermion operator cj . Each of these conventional
fermion states can now be empty or occupied, leading to an overall ground state
degeneracy of 2N . These states can again be grouped according to fermion parity. The
fermion parity operator is just the product over the fermion parity operators 2c†jcj −1
for each pair so that

P = iNγ1γ2 . . . γ2N . (2.17)

Thus, there are 2N−1 ground states of either parity.
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2.4 Experimentally accessible systems

While it is perhaps theoretically pleasing that spinless p-wave superconductors host
Majorana excitations, this result may seem rather unphysical. First and foremost,
electrons do have spin. Second, the vast majority of superconductors in nature are
s-wave, and there are only very few p-wave superconductors. Moreover, we will be
looking for Majoranas in one-dimensional systems for which strictly speaking, the
mean-field BCS theory underlying these arguments is not appropriate due to strong
order-parameter fluctuations.

Nevertheless, starting with the seminal work of Fu and Kane [21,22], it has become
abundantly clear that this scenario can be realized experimentally in a variety of
systems. The basic physical ingredients are the same in all of these platforms:

• proximity coupling to a conventional s-wave superconductor

• spin polarization

• spin-orbit coupling

Employing proximity-induced superconductivity makes it appropriate to discuss the
one-dimensional systems within mean-field theory as the superconducting correlations
are inherited from a bulk superconductor. Spin-polarized electron systems are a close
relative to spinless fermion systems. Of course, there is a conflict in that it is impossible
to proximity-induce s-wave pairing in a spin-polarized system. The reason is that in
order to satisfy the Pauli principle, the Cooper pairs are spin singlets. Such spin-singlet
Cooper pairs obviously cannot enter into a spin-polarized system by spin-conserving
processes.

This conflict is really an opportunity when involving spin-orbit coupling. To under-
stand this, it might be simplest to locate the spin-orbit coupling in the superconductor
rather than the one-dimensional system. Then, orbital angular momentum is no longer
a good quantum number in the superconductor and there can be a small p-wave ad-
mixture to the s-wave pairing. Unlike the s-wave correlations, the p-wave correlations
can transfer to the spin-polarized system. As a result, the one-dimensional system
effectively develops p-wave superconducting correlations by proximity.

In fact, the conditions for realizing topological superconductivity are less stringent
than this argument may make it appear. For instance, the spin-orbit coupling can
be in the proximitizing superconductor or in the one-dimensional system, and the
assumption of full spin polarization can be relaxed. In the three following chapters,
we will discuss some of the platforms which are most actively pursued in experiment.
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Topological insulator edges

3.1 Model and phases

We start illustrating the physics outlined at the end of the last section by 2d topolog-
ical insulators, proximity coupled to an s-wave superconductor [22]. We assume that
the Fermi energy is in the gap of the topological insulator so that the only relevant
electronic degrees of freedom are the helical edge states. Thus, there is just a single
spin channel propagating in each direction at the Fermi energy, and there is perfect
spin-orbit coupling as the propagation direction is directly tied to the spin polariza-
tion. We can gap out these edge states in two different ways, namely by proximity
coupling to an s-wave superconductor and by applying a Zeeman field in a direction
perpendicular to the spin quantization direction of the edge states.

The corresponding BdG Hamiltonian of the proximity-coupled topological insulator
edge takes the form (see App. A)

H = vF pσxτz −Bσz + ∆τx. (3.1)

Here, σi denotes Pauli matrices in spin space. We assume that the helical edge states
are polarized along the x-direction, while the Zeeman field is applied in the z-direction.
The τi still denote Pauli matrices in particle-hole (Nambu) space. This way of writing

the Hamiltonian assumes that we write the Nambu spinors as [ψ↑, ψ↓, ψ
†
↓,−ψ

†
↑]
T , see

App. A. For simplicity, we choose the chemical potential to be at µ = 0 and thus right
at the Dirac point associated with the edge states.

In the Hamiltonian (3.1), we have accounted for the proximity coupling to the
superconductor through the induced s-wave gap ∆. In a more microscopic theory,
we would describe both the topological insulator and the superconductor, includ-
ing the coupling between the two. It turns out that with certain caveats, this can
then be reduced to the form of Eq. (3.1). For the most part, we will introduce the
proximity-induced pairing correlations in the simplified manner of Eq. (3.1). The more
microscopic approach is sketched in App. B. We also need to rely on the microscopic
approach in Sec. 5 when discussing chains of magnetic adatoms.

We can again obtain the spectrum of Hamiltonian (3.1) by squaring it. This yields

H2 = (vF p)
2 +B2 + ∆2 − 2B∆σzτx (3.2)

and thus

Ek = ±
√

(vF k)2 + (∆±B)2, (3.3)
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where all combinations of signs are possible. Note that the gap closes for B = ±∆,
showing that the gaps due to ∆ and B compete. This gap closing signals a topological
phase transition.

At first sight, it may appear that the Hamiltonian (3.1) involves only s-wave pair-
ing. However, in many ways, the Hamiltonian rather describes a p-wave superconductor
due to the anomalous kinetic energy. For instance, in the vicinity of the critical lines
B = ±∆ the Hamiltonian reduces to the same Dirac Hamiltonian as the spinless p-
wave superconductor. To see this, we expand the Hamiltonian about the critical point
B = ∆. According to Eq. (3.2), the low-energy subspace is spanned by the eigenstates
of σzτx with eigenvalue +1, i.e., by

|+〉 =
1√
2


1
0
1
0

 |−〉 =
1√
2


0
1
0
−1

 . (3.4)

Evaluating the matrix elements of H in this basis, we readily obtain the effective
low-energy Hamiltonian

H '
(

∆−B vF p
vF p −(∆−B)

)
. (3.5)

Indeed, this has the same structure as the domain-wall Hamiltonian in Eq. (2.8) for
the spinless p-wave superconductor.1 The Dirac mass is given by ∆−B which changes
sign at the critical line B = ∆.

For the spinless p-wave superconductor, we clearly identified one of the phases as
topological while the other phase was topologically trivial. In the present case, such an
identification is less obvious. In many ways, it turns out that the ∆-dominated phase is
topological. However, this is not the full story. To start with, the underlying model of
the topological-insulator edge has a linear spectrum, and thus no well defined vacuum
(or atomic) limit which is obviously trivial. Moreover, the two phases of the proximity-
coupled topological-insulator edge are related by a superconductor-magnetism duality.
To see this, let us rotate the Hamiltonian (3.1) about the y-axis in spin space, such
that σx → σz and σz → −σx. Then, the Hamiltonian becomes

H = vF pσzτz +Bσx + ∆τx. (3.6)

Clearly, this Hamiltonian is invariant under the duality transformation τi ↔ σi and
B ↔ ∆ which just interchanges magnetic and superconducting quantities. This duality
obviously maps the two phases into one another as the interchange B ↔ ∆ changes
the sign of the Dirac mass. Strictly speaking, it is thus difficult to identify one of the
phases as topological.

In fact, the duality of the model has physical consequences. As shown in Ref. [22],
a Josephson junction between two ∆-dominated regions with a B-dominated junction
region exhibits an anomalous 4π-periodic Josephson effect. (This is discussed further

1Strictly speaking, this Hamiltonian involves vF pτx while the corresponding Hamiltonian for the
spinless p-wave superconductor involved ∆′pτy . These two Hamiltonians can obviously be mapped
onto each other by a trivial rotation about the z-axis of particle-hole space.
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in Sec. 7 below.) The magnetism-superconductivity duality implies that there is also a
4π-periodic spin Josephson effect in the inverse B−∆−B junction arrangement when
the Zeeman field points in different directions (perpendicular to the spin-orbit field)
on the two sides of the junction while the superconducting phase is uniform across
the junction. Note that the direction of the magnetic field in the plane perpendicular
to the spin-orbit direction maps onto the superconducting phase under the duality
transformation. Incidentally, this magneto-Josephson effect may be easier to observe
than it might seem in that due to the spin-orbit coupling, the spin Josephson current
is accompanied by a much more easily measurable charge current [23].

3.2 Zero-energy states and Majorana operators

Above, we explicitly constructed the Bogoliubov quasiparticle operator associated with
the zero-energy domain wall state in spinless p-wave superconductors and showed that
it is a Majorana operator satisfying γ = γ†. Now that we are considering more physical
spinful models, it may be useful to exhibit this connection more generally.

With the convention that the Nambu spinor is ordered as [ψ↑, ψ↓, ψ
†
↓,−ψ

†
↑]
T , the

Bogoliubov-deGennes Hamiltonian anticommutes with the product time reversal T
and charge conjugation C,

{H,CT} = 0. (3.7)

and the spectrum of H is symmetric about E = 0, i.e., for every eigenstate |ψ〉 with
energy E, there is an eigenstate CT |ψ〉 with energy −E, see App. A.

Now, assume that H has a zero-energy eigenstate |γ〉 which is spatially isolated
from any other zero-energy solution. This is exactly the situation associated with a
domain wall. Since T and C are local operations, we must conclude that

|γ〉 = CT |γ〉. (3.8)

To see what this implies, we write the corresponding BdG spinor as |γ〉 = [χe, χh]T

where χe and χh are themselves 2-component Pauli spinors with spin-up and spin-
down components. Then, the relation (3.8) implies that the electron and hole spinors
are related through

χh = Tχe (3.9)

as well as χe = −Tχh (note that T 2 = −1). Thus, we can write the BdG spinor |γ〉
explicitly as

〈x|γ〉 = [χ↑, χ↓, χ
∗
↓,−χ∗↑]T , (3.10)

and the corresponding Bogoliubov quasiparticle operator becomes

γ =

∫
dx[χ↑, χ↓, χ

∗
↓,−χ∗↑] · [ψ↑, ψ↓, ψ

†
↓,−ψ

†
↑]
T =

∫
dx{χ↑ψ↑ + χ↓ψ↓ + χ∗↓ψ

†
↓ + χ∗↑ψ

†
↑}.

(3.11)
This operator γ clearly satisfies the Majorana relation γ = γ†.
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Quantum wires

The minimal physics which turns the proximity-coupled topological insulator edge
into a topological superconductor actually does not include the topological-insulator
properties, but merely the fact that there is only one left-moving and one right-moving
channel each. This is sufficient to emulate the spinless-fermion situation discussed in
the introduction.

This point is made explicit by the quantum-wire proposal [24,25] to realize a topo-
logical superconducting phase and Majorana bound states. Let us consider a single-
channel (i.e., strictly one-dimensional) quantum wire with Rashba spin-orbit coupling
and applied Zeeman field B, proximity coupled to an s-wave superconductor with
induced pairing ∆,

H =

(
p2

2m
+ upσx − µ

)
τz −Bσz + ∆τx. (4.1)

Here, u denotes the strength of the Rashba spin-orbit coupling and we include a
chemical potential µ. Importantly, the spin-orbit field, taken along the x-direction, is
perpendicular to the Zeeman field, taken along the z-direction. Note that this is just
the topological-insulator Hamiltonian (4.1) except for the kinetic-energy term. We will
see that this term still allows topological superconducting phases, but also leads to
important differences in the physics.

It is not very difficult to diagonalize and study the Hamiltonian (4.1) in full gen-
erality. However, it is perhaps more enlightening to restrict attention to limiting cases
in which the physics becomes more transparent and which can be related to the mod-
els of topological superconducting phases that we have already discussed. Specifically,
we consider two limits, depending on the strength of the Zeeman field relative to the
spin-orbit coupling as measured by εso = mu2, see Fig. 4.1. We will always assume
that ∆� max{B, εso}. Then, we can consider the limits:

• Kitaev limit B � εso: First neglecting the spin-orbit coupling, the normal-state
dispersion

εp =
p2

2m
±B (4.2)

consists of two vertically shifted parabolas for the spin-up and spin-down elec-
trons. The main effect of the spin-orbit coupling is that the spin polarizations of
the parabolas are slightly tilted away from the Zeeman direction, with the tilt
angle being proportional to p and thus having opposite signs for positive and
negative momenta. Now, imagine that the chemical potential is placed below the
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Fig. 4.1 Normal-state dispersions of the quantum wire in (a) the Kitaev limit, (b) the

topological insulator limit without Zeeman field, and (c) the topological insulator limit with

Zeeman field.

band bottom of the spin-down band. Then, there is only a single left-moving and
a single right-moving channel (or none at all) and we will see below that this limit
maps to the spinless p-wave superconductor discussed above.

• Topological-insulator limit B � εso: First neglecting the Zeeman field, the normal-
state dispersion

εp =
p2

2m
± up =

1

2m
(p±mu)2 − 1

2
mu2 (4.3)

consists of two parabolas shifted relative to each other along the momentum axis
due to the Rashba spin-orbit coupling. The two parabolas correspond to spin-up
and spin-down electrons with respect to the direction of the spin-orbit field (i.e.,
the x-direction for the Hamiltonian in Eq. (4.1)), and cross at p = 0. The Zeeman
field applied in a direction perpendicular to the spin-orbit field (the z-direction
for the Hamiltonian in Eq. (4.1)) mixes the two states at p = 0 and this opens a
gap of size 2B in the spectrum, which now becomes1

εp =
p2

2m
±
√

(up)2 +B2. (4.4)

When we adjust the Fermi energy to lie within this gap, we again have a situation
in which there are only a single right-moving mode and a single left-moving mode
at the Fermi energy. We will see that this limit is closely related to the topological-
insulator model discussed in the previous section.

4.1 Kitaev limit

First consider the limit of strong Zeeman field with the Fermi energy lying far below
the bottom of the spin-down parabola. In that case, we can project out the high-
energy states associated with the spin-down parabola and derive an effective low-
energy Hamiltonian. To do so, first neglect the spin-orbit coupling and measure the

1Note that the “effective Zeeman field” acting on the electron spin now has orthogonal components
up from spin-orbit and B from Zeeman, i.e., the overall strength of the effective Zeeman field is√

(up)2 +B2.
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Fermi energy from the bottom of the spin-down band, i.e., shift

H =

(
p2

2m
− (B + µ)

)
τz + pairing terms→

(
p2

2m
− µ

)
τz + pairing terms. (4.5)

Now consider the pairing terms. In the absence of spin-orbit coupling, the low-energy
space of the Bogoliubov-deGennes equation is spanned by the spin-up electron

|e〉 = [1, 0, 0, 0]T (4.6)

and the spin-up hole,
|h〉 = [0, 0, 0, 1]T . (4.7)

We can now readily see that within this subspace, there are no pairing terms. Indeed,
we find that 〈e|∆τx|e〉 = 〈h|∆τx|e〉 = 〈e|∆τx|h〉 = 〈h|∆τx|h〉 = 0. This reflects that
spin-singlet Cooper pairing cannot induce proximity superconductivity in a perfectly
spin-polarized system.

To find finite pairing terms, we need to include the spin-orbit coupling. Since the
latter is weak, it can be included perturbatively. Using first-order perturbation theory,
spin-orbit coupling modifies the low-energy spinors into

|e〉 = [1,−up/2B, 0, 0]T (4.8)

and
|h〉 = [0, 0,−up/2B, 1]T . (4.9)

We can now repeat the calculation of the matrix elements of the pairing term within
the low-energy subspace and obtain

〈h|∆τx|e〉 = 〈e|∆τx|h〉 = −up
B

∆ (4.10)

as well as 〈e|∆τx|e〉 = 〈h|∆τx|h〉 = 0. Thus, the resulting projected Hamiltonian
becomes

H '
(
p2

2m
− µ

)
τz −

up

B
∆τx. (4.11)

This is just the BdG Hamiltonian of a spinless p-wave superconductor given in Eq.
(2.2). By comparing with this Hamiltonian, we see that in the Kitaev limit, the effec-
tive p-wave pairing strength of the proximity-coupled quantum wire is ∆′eff = u∆/B.
The p-wave pairing is nonzero only due to the spin-orbit coupling and weakens as
the Zeeman field increases and the spins become increasingly polarized. But impor-
tantly, this implies that the spin-orbit-coupled quantum wire realizes a topological
superconducting phase in the limit of strong Zeeman field.

4.2 Topological-insulator limit

Now consider the opposite limit of strong spin-orbit coupling. For definiteness, let
us place the chemical potential in the middle of the Zeeman-induced gap, i.e., we
choose µ = 0. The proximity coupling to an s-wave superconductor induces a gap ∆
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in the “wings” of the spectrum, i.e., at momenta p = ±mu. In contrast, there are now
two mechanisms gapping out the system at p = 0, namely the Zeeman field and the
proximity coupling. To understand the interplay of these two gapping mechanisms, we
focus on small momenta where we can neglect the kinetic energy in the Hamiltonian
as it is quadratic in p. Then, the quantum wire Hamiltonian (4.1) reduces to

H ' upσxτz −Bσz + ∆τx. (4.12)

which is just the topological-insulator model (3.1) discussed in the previous section.
Thus, the spectrum of the proximity-coupled quantum wire at small p becomes

Ep = ±
√

(up)2 + (B ±∆)2, (4.13)

with all possible combinations of signs. As in the topological-insulator case, the gap
closes for B = ±∆, indicating a topological phase transition.

The present model has a well-defined vacuum limit, so that we can clearly identify
topological and trivial phases. As we already know that the large-B limit can be
mapped to a spinless p-wave superconductor, it is natural to identify the topological
phase with the high-B phase with B > ∆. Indeed, it is easy to check that the gap
does not close when increasing the Zeeman field from the topological-insulator limit
εso > B with B > ∆ to the Kitaev limit B > εso, say at fixed chemical potential µ = 0,
for the Hamiltonian (4.1).

The existence of two topologically distinct phases implies the existence of Majorana
end states associated with domain walls. Both in the topological-insulator limit and in
the Kitaev limit, their wavefunctions and Bogoliubov operators can be obtained from
the same calculations which we discussed above for spinless p-wave superconductors
and proximity-coupled topological insulator edges.

The closing of the gap at B = ∆ implies that the small-momentum region p� mu
dominates the low-energy physics. In fact, the gap |B−∆| at p = 0 is much smaller than
the gap of order ∆ in the wings of the spectrum at p = ±mu. At first sight, one may
thus be tempted that for these parameters, the physics is identical to the topological-
insulator case. Actually, this is not quite correct. In many ways, the phases of the
present model are exactly reversed with respect to those of the topological-insulator
model! There, the 4π-periodic Josephson effect occurs for a ∆−B−∆ arrangement. In
contrast, for the quantum wire there is a 4π-periodic Josephson effect in the B−∆−B
arrangement.2 This reversal of phases can be understood most easily in the limit of
large spin-orbit energy εso with µ = 0. In this limit, the Fermi points in the wings of
the spectrum are far out and essentially decoupled from the p ' 0 physics. If we now
consider the two Fermi points in the wings by themselves, there is only a single right-
moving and a single left-moving channel, but with proximity-induced superconducting
gap. These are just the ingredients of a spinless p-wave superconductor in the topo-
logical phase! Thus, for large εso in the topological-insulator limit, we can think of the
system as a combination of a proximity-coupled topological-insulator edge and a spin-
less p-wave superconductor. As the latter is always topological, the overall topological
Z2 index of the quantum-wire model is just the reverse of that of the proximity-coupled
topological insulator.

2As above, we denote the phase by B if B > ∆ and vice versa.
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Chains of magnetic adatoms on
superconductors

Another proposal to realize Majorana bound states relies on a chain of magnetic
impurities placed on atomically clean surfaces of conventional superconductors [26].
This system is a candidate for Majorana physics as it combines the three essential
ingredients: Zeeman coupling, superconductivity, and spin-orbit coupling. The Zeeman
coupling is contributed by the magnetic adatoms and the substrate provides both
superconductivity and spin-orbit coupling, provided the superconductor is made of a
relatively heavy element.

5.1 Shiba states

To understand this platform for topological superconductivity in more detail, we first
consider the physics of individual magnetic adatoms. This is a classic problem in the
theory of superconductors and was first studied in the late ’60s [27–30]. It will be useful
for our discussion of adatom chains to explore the physics of individual adatoms at
two levels. We will see that in both descriptions, the adatom induces localized subgap
states in the superconductor, referred to as Yu-Shiba-Rusinov states or Shiba states
for brevity. Such subgap states in superconductors can be readily probed in STM
experiments [31,32].

5.1.1 Classical magnetic moment

The local magnetic moment of the adatoms is associated with their spin-split d-levels
which will typically be far in energy from the Fermi level of the substrate supercon-
ductor. Then, the low-energy physics of the adatoms can be described in terms of its
magnetic moment while its electronic degrees of freedom are effectively frozen out.
The large adatom spin S is exchanged coupled to the electrons of the superconductor
and can be approximated as classical.

The BdG Hamiltonian for a local magnetic moment in a host superconductor is
given by

H =

(
p2

2m
− µ

)
τz + [V τz − JS · σ]δ(r) + ∆τx, (5.1)

where J denotes the strength of the exchange coupling between the impurity spin
located at the origin and the electrons in the superconductor. In addition to the
exchange coupling, the impurity also induces potential scattering which we parametrize
through its strength V . This Hamiltonian has a pair of subgap bound states localized
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at the impurity site. The calculation is presented in App. C.1 and yields the symmetric
bound-state energies

E = ±∆
1− α2 + β2√

(1− α2 + β2)2 + 4α2
, (5.2)

where α = πν0SJ and β = πν0V are dimensionless measures of the strengths of the
exchange coupling and potential scattering, respectively, with ν0 denoting the normal-
state density of states of the superconductor.

These Shiba bound states possess two essential properties. First, they are spin
polarized, with the spin pointing parallel to the direction of S. Second, their wave
function is localized around the impurity, decaying as 1/r for distances r smaller than
the (energy-dependent) coherence length

ξE =
h̄vF√

∆2 − E2
, (5.3)

and exponentially beyond this length.

5.1.2 Anderson impurities

At a somewhat more refined level, we can include the electronic degrees of freedom
of the adatom [33]. This description is required when the adatom d-levels are close
in energy to the Fermi level of the substrate superconductor. We specifically consider
a simplified model in which the magnetic adatom is a (spin-1/2) Anderson impurity,
hybridized with the substrate superconductor. While this does not do full justice to
the actual d-band nature of the magnetic adatoms, it captures much of the essen-
tial physics. We can follow Anderson’s classic paper [34] and treat the local-moment
formation within mean-field approximation.

The corresponding model Hamiltonian

H = Hd +Hs +HT (5.4)

contains a standard BCS Hamiltonian Hs for the host superconductor, the adatom’s
impurity level

Hd =
∑
σ

(εd − µ)d†σdσ + Un↑n↓, (5.5)

and its hybridization with the superconductor,

HT = −t
∑
σ

[ψ†σ(0)dσ + d†σψσ(0)]. (5.6)

Here, dσ annihilates a spin-σ electron in the Anderson-impurity level, nσ = d†σdσ, and
ψσ(r) annihilates electrons at position r in the superconductor.

To analyze this Anderson model, we simplify the Hubbard term through a mean-
field treatment,

Un†↑n↓ →
U

2

∑
σ

[〈n〉nσ − 〈m〉σnσ], (5.7)

where we defined the occupation n =
∑
σ nσ and the site polarization m = n↑ − n↓.

The first term merely renormalizes εd. The second term introduces a local exchange
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coupling in the adatom orbital.1 If we assume that the adatom is singly occupied and
develops a local moment, we have 〈n〉 = 1 and 〈m〉 = 1. Then, the two spin-split levels
of the adatom have mean-field energies

Ed↑ = εd − µ ; Ed↓ = εd − µ+ U, (5.8)

where we measure these energies relative to the chemical potential µ.
Within mean-field theory, the Hamiltonian reduces to a Bogoliubov-deGennes prob-

lem which is readily solved for subgap excitations. Details of this calculation are pre-
sented in App. C.2. As for a classical magnetic moment, one finds that there is a pair
of subgap excitations at energies

E = ±∆
Γ2 + Ed↑Ed↓√

(Γ2 + Ed↑Ed↓)2 + Γ2(Ed↓ − Ed↑)2
. (5.9)

This expression is valid for 〈n〉 = 1 and 〈m〉 = 1, i.e., when to a good approximation,
the spin-up impurity level is occupied and the spin-down level is empty. In this limit, we
can also eliminate the impurity levels by a Schrieffer-Wolf approximation and recover
the description in terms of a local spin. Indeed, Eqs. (5.2) and (5.9) for the Shiba-state
energies connect when identifying

α = − ΓU/2

(U/2)2 − (εd − µ+ U/2)2
= −Γ(Ed↑ − Ed↓)

2Ed↑Ed↓
(5.10)

β =
Γ(εd − µ+ U/2)

(U/2)2 − (εd − µ+ U/2)2
= −Γ(Ed↓ + Ed↑)

2Ed↑Ed↓
(5.11)

as the dimensionless exchange and potential scattering amplitudes. More generally,
the description in terms of an Anderson impurity can be made fully self consistent,
describing the local-moment formation. It can also be used to calculate the relative
fractions of the spectral weight of the Shiba states which are located on the impurity
and in the host superconductor.

5.2 Adatom chains

Armed with this understanding of individual adatoms, we now consider chains of
adatoms. For an isolated impurity, the d-levels are typically far from the Fermi level
of the substrate superconductor. In a chain of adatoms, there is direct hopping be-
tween neighboring adatom orbitals and the d-levels form one-dimensional bands of
adatom states. If the adatom chain is dilute, the hopping amplitude is small and the
bandwidth remains negligible compared to the distance of the atomic d-levels from
the Fermi energy. In this limit, illustrated in Fig. 5.1 (a) and (b), we can discuss the
physics of Shiba chains at subgap energies starting from the Shiba states associated

1In principle, we could have also included pairing terms localized on the adatom whose strength
would be determined self consistently in the presence of the coupling to the substrate superconductor.
Here, we assume that the Hubbard repulsion U strongly suppresses onsite pairing effects on the adatom
so that these can be neglected.
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(a) (b) (c) (d)

↓ ↑ µ

Fig. 5.1 Behavior of adatom bands for various hopping strengths w between the adatoms. As

the adatom with their d-bands are modeled as Anderson impurities, there are two spin-split

bands. (a) Weak hopping between Anderson-impurity states which are symmetric about the

Fermi energy. In this case, the electronic degrees of freedom of the adatoms are essentially

frozen out and the system can be modeled in terms of bands of Shiba states. Due to the

symmetry, there is no potential scattering associated with the individual Anderson impurities.

(b) Weak hopping between generic Anderson-impurity states which are asymmetric about

the Fermi energy. This case can be modeled as in case (a), except that there is nonzero

potential scattering associated with the individual Anderson impurities. (c) Strong hopping

between Anderson impurity states such that the spin-down band crosses the Fermi energy

while the spin-up band is entirely below the Fermi level. This requires that the spin-split

Anderson impurity bands are asymmetric about the Fermi energy as is generically the case.

This situation realizes a proximity-coupled spinless bands and is prone to develop topological

superconductivity in the presence of spin-orbit coupling in the superconductor. (d) Very

strong hopping between Anderson impurity states such that both spin-down and spin-up

bands cross the Fermi level. As there is an even number of channels, this situation will no

longer be topological.

with the individual impurities. As mentioned above, the Shiba wavefunctions decay
away from the impurity only as a weak power law so that we need to account for
their hybridization and the formation of Shiba bands at subgap energies of the host
superconductor. The formation of Majorana bound states depends on the physics of
these Shiba bands.

If, on the other hand, the adatoms are densely packed (as is presumably the case
in experiment), the bandwidth of the adatom bands can exceed the energetic distance
of the atomic d-levels from the Fermi level of the host superconductor. One or several
adatom bands cross the superconductor’s Fermi level and can no longer be treated
as electronically inert. In this limit, illustrated in Fig. 5.1 (c) and (d), it is more
appropriate to extend the Anderson-impurity approach for a single adatom. In fact,
it is quite natural to expect topological superconductivity in this regime. Assume
that we describe the adatoms as spin-1/2 Anderson impurities and assume that the
adatoms spin polarize (say, into a ferromagnetic state or a spin helix). When the spin-
up and spin-down levels of an individual adatom are sufficiently asymmetric about the
host Fermi level, there will be a wide range of parameters where only the spin-down
band crosses the Fermi level while the spin-up band is completely occupied. Notice
that this is a very close realization of a spin-polarized system, and hence prone to
developing effectively spinless p-wave superconductivity by proximity when there is
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sufficient spin-orbit coupling in the host superconductor.2

We now discuss both of these scenarios in more detail.

5.2.1 Dilute adatom chains

In the dilute limit, the low-energy physics is governed by the Shiba states of the
individual adatoms. In a chain of spin-polarized Shiba states, the neighboring Shiba
states will couple and broaden out into subgap Shiba bands. If the Shiba states of
energy ±E0 are sufficiently deep and the bandwidth sufficiently small, we can focus
attention on only the Shiba states and project out the quasiparticle continua above
the gap. In this limit, it is tempting to describe the Shiba chain by a Hamiltonian of
the form

H = E0

∑
j

c†jcj − t
∑
j

[c†j+1cj + c†jcj+1] + ∆
∑
j

[cj+1ci + c†jc
†
j+1]. (5.12)

Here, we denote the fermionic annihilation (and creation) operators of the spin-polarized

Shiba state at site j by cj (and c†j).
3 The Shiba states hybridize between neighboring

sites with amplitude t. Moreover, the Shiba chain is embedded into the host super-
conductor and thus, it is natural to include a pairing term of strength ∆ into this
Hamiltonian. Importantly, the pairing term necessarily involves pairing correlations
between different sites due to the perfect spin polarization. The Shiba states have
energy ±E0 (measured from the Fermi energy).

The Hamiltonian (5.12) assumes that both hopping and pairing are dominated by
nearest-neighbor terms. This is not fully adequate for a Shiba chain due to the slow 1/r
decay of the Shiba wavefunctions away from the impurity. This has some interesting
consequences, see Refs. [35,36]. Here, we restrict our discussion to the simplified model
in Eq. (5.12).

The Hamiltonian (5.12) – sometimes referred to as Kitaev chain – is just a lattice
version of the spinless p-wave superconductor in Eq. (2.1). We just need to identify
the Shiba-state energy E0 as playing the role of the chemical potential, E0 → −µ. It
is not difficult to diagonalize the Kitaev chain and confirm that it has a topological
state at finite ∆ whenever the chemical potential is situated in the normal-state band.
The phase diagram of the model is shown in Fig. 5.2. For completeness, the Kitaev
chain, including this phase diagram, is discussed in more detail in Sec. 5.3. Here, we
continue with the discussion of the Shiba chain not to break the flow of the argument,
drawing on basic aspects of the phase diagram of the Kitaev chain.

This provides the following somewhat simplified picture of Shiba chains, see Fig.
5.3. As the adatoms are placed closer together, the hybridization increases and with

2Spin-orbit coupling is the adatom chain would also place the system into a topological phase.
However, this system has a very large Zeeman (exchange) splitting, comparable to atomic energy
scales. This is presumably much larger than the spin-orbit coupling in the chain so that the induced
p-wave pairing strength would be quite small, cp. Eq. (4.11). There is no such suppression when the
spin-orbit coupling is provided by the host superconductor, as follows from the calculations below.

3The BdG Hamiltonian had two Shiba states per adatom, with energies symmetric about zero. The
fact that there are two states is a consequence of the doubling of the number of degrees of freedom
in the BdG formalism. This is why in the second-quantization representation of Eq. (5.12), each site
supports only a single Shiba state and a single pair of annihilation and creation operators.
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Fig. 5.2 Phase diagram of the Kitaev chain as function of p-wave pairing strength ∆ and

chemical potential µ. There is a topological superconducting phase when the chemical po-

tential is within the band of the normal-state Hamiltonian, while the system is topologically

trivial when the chemical potential is outside the band.
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Fig. 5.3 Illustration of the subgap Shiba bands in the excitation spectrum of a dilute adatom

chain. (a) For weak hybridization of deep Shiba states, the positive and negative energy Shiba

bands do not cross the Fermi energy at the center of the gap and the system is nontopological.

(b) For stronger hybridization, the Shiba bands overlap at the center of the gap. In this case,

the pairing correlations open a gap which is of p-wave nature due to the spin polarization of

the subgap states. This realizes a topological superconducting phase which hosts Majorana

bound states at its ends.

it the bandwidth of the subgap Shiba bands. Initially, the Shiba bands (including the
BdG partner with an energy of opposite sign) do not cross the chemical potential
at the center of the gap. This is analogous to the Fermi energy lying outside the
normal-state band for the Kitaev chain. Hence, the system is in a topologically trivial
phase. Eventually, the two Shiba bands cross the center of the gap. Now, the pairing
correlations ∆ within the Shiba bands will again open a gap at the Fermi energy. This
is a p-wave gap, unlike the larger gap of the host superconductor! The Shiba chain is
in a topological phase and hosts zero-energy Majorana bound states at its ends.
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We have simply assumed that the effective Kitaev-chain Hamiltonian for the Shiba
chain contains pairing terms, but did not discuss their microscopic origin. This question
is closely related to the collective behavior of the impurity spins. So far, we just noted
that the Shiba states are spin polarized along the direction of the corresponding impu-
rity spin. But we ignored the question of how the impurity spins of different adatoms
are oriented with respect to one another, a question which is of obvious importance
for the physics of the adatom chain. Indeed, we expect that the impurity spins inter-
act through the familiar RKKY interaction mediated by the host superconductor and
may thus order magnetically. Two such orderings have been predominantly discussed,
which actually involve somewhat different physics of the pairing terms [26,37–40].

One plausible possibility is that the chain orders ferromagnetically, with all im-
purity spins aligning along a certain direction. In that case, the Shiba states are all
spin polarized along the same direction. This corresponds to a perfectly spin-polarized
system and consequently, the spin-singlet Cooper pairs of a pure s-wave host supercon-
ductor would not be able to proximity couple to the chain of Shiba states. To induce
pairing correlation within the chain of Shiba states in this case, we need to rely on
(Rashba) spin-orbit coupling in the superconducting host.

An interesting alternative is the formation of a spin helix, with adatom spins ro-
tating along the chain. In this case, neighboring impurity spins are not aligned and
the corresponding Shiba states are polarized along different directions. A spin singlet
Cooper pair of the host superconductor can effectively tunnel into the chain as long
as its spin-up and spin-down electrons enter on different sites of the chain. Thus, the
effective pairing correlations which result from these processes are just of the spinless
p-wave type which are included in the Kitaev chain (5.12).

In the remainder of this section, we will assume that the adatom spins order ferro-
magnetically as suggested by experiment. However, it is useful to make two comments:
(i) The assumption of ferromagnetic order combined with (Rashba) spin-orbit coupling
in the host superconductor is less restrictive that it may appear. The reason is that
this situation can be mapped on a Hamiltonian with helical spin ordering by a simple
unitary transformation [41]. (ii) The stability of ordering in one dimension is obviously
subtle. It depends on specifics of the microscopic Hamiltonian such as the presence or
absence of continuous spin symmetries or the range of the substrate-induced interac-
tion between adatom spins. Thermal fluctuations may well preclude long-range spin
order. In that case, we assume that there is at least short range order on a scale which
is large compared to the length of the adatom chains.

5.2.2 Dense adatom chains

We now consider the situation when hopping between the Anderson impurity levels
of neighboring adatoms is sufficiently strong so that the spin-down band crosses the
Fermi energy. At the same time, the spin-up band is fully occupied. We further assume
that the adatom chain is ferromagnetically ordered, as observed in experiment [15]. In
this chapter, we show that this system is prone to be in a topological superconducting
phase. A more complete theoretical treatment along these lines can be found in the
literature [42].
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To understand the low-energy physics in this limit, it is sufficient to consider the
spin-down band which crosses the Fermi level. In the vicinity of the Fermi energy, we
can linearize its dispersion so that the main characteristics are its Fermi wavevector
k0 and Fermi velocity vF . A subgap excitation in this band cannot decay into the
superconducting host due to the superconducting gap, but some of its spectral weight
will be transfered. In the absence of spin-orbit coupling, the superconducting substrate
will not be able to induce a gap within this spin-polarized band, but there can be p-
wave-like correlations in the presence of spin-orbit coupling. These superconducting
correlations can be read off from the Green function for the adatom bands once we
account for the coupling to the superconductor through the appropriate self energy.
The self energy can be computed exactly when treating the onsite Hubbard term in
mean-field theory and assuming ferromagnetic order of the chain from the outset.

The Bogoliubov-deGennes Hamiltonian of the adatom chain on top of a spin-orbit
coupled s-wave superconductor can be written as

H =

(
Hs HT

HT
T Hd

)
. (5.13)

Here, the adatoms are described as a chain of Anderson impurities, i.e., a Hamiltonian
Hd with matrix elements

Hij
d = [(εd − µ)δij −Wij ] τz −Bσzδij (5.14)

(5.15)

in site space. We have already used a mean-field decoupling of the onsite Hubbard
terms which results in the exchange field B governing the spin splitting. The principal
new ingredient compared to the individual adatom is the direct hopping term

Wij = −w(δi,j+1 + δi,j−1) (5.16)

between adatom orbitals, which leads to the formation of the adatom spin-up and spin-
down bands with band width 2w. As usual, τi and σi with i = x, y, z are Pauli matrices
in Nambu and spin space. We choose the chain to be aligned along the x-direction.

The host superconductor obeys the Bogoliubov-deGennes Hamiltonian

Hs =

[
(p + khσxx̂)2

2m
− µ

]
τz + ∆τx. (5.17)

Here, ∆ is the superconducting order parameter and kh denotes the strength of spin-
orbit coupling. We make no attempt at a microscopic description of the spin-orbit cou-
pling appropriate for real materials, but rather retain only the relevant term needed
for inducing p-wave pairing in the adatom chain. This term couples spin to the momen-
tum along the adatom chain. The adatoms hybridize with the superconductor through
HT which includes tunneling amplitudes t between the adatom impurity level and the
superconductor at the positions Rj = jax̂ of the impurities. (a is the lattice spacing
along the chain direction).
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We denote the Green function of the adatom chain before and after coupling to
the superconductor by gd(E) and Gd(E), respectively. These two Green functions are
related by the Dyson equation

Gd,ij(E) = gd,ij(E) +
∑
mn

gd,im(E)Σd,mn(E)Gd,nj(E). (5.18)

where m,n, i, j are site indices along the chain and Σd(E) is the self energy accounting
for the coupling to the superconductor,

Σmn(E) = t2τzgs,mn(E)τz. (5.19)

This self energy describes hopping from the chain into the superconductor and back,
with free propagation in the superconductor in between, as described by the Green
function gs,mn(E).

The Green function of the superconductor is readily computed. First consider off-
diagonal elements in site space, m 6= n. Then

gs,mn(E) = 〈Rm|(E −Hs)
−1|Rn〉

= 〈Rm|
[
E −

(
(p + khaσxx̂)2

2m
− µ

)
τz −∆τx

]−1

|Rn〉

= 〈Rm|e−ikhxσx
[
E −

(
p2

2m
− µ

)
τz −∆τx

]−1

eikhxσx |Rn〉

= e−ikh(m−n)aσx
1

V

∑
k

eik·(Rm−Rn)

E − ξkτz −∆τx

= e−ikh(m−n)aσx [(E + ∆τx)P0(|m− n|a) + τzP1(|m− n|a)] . (5.20)

Here, we introduced the integrals

P0(r) =
ν0

2

∫
dξk

∫ 1

−1

dx
eikrx

E2 − ξ2
k −∆2

= − πν0√
∆2 − E2

sin kF r

kF r
e−r/ξE (5.21)

P1(r) =
ν0

2

∫
dξk

∫ 1

−1

dx
ξke

ikrx

E2 − ξ2
k −∆2

= −πν0
cos kF r

kF r
e−r/ξE (5.22)

with ξE = h̄vF /
√

∆2 − E2. An explicit evaluation of these integrals can be found in
App. A of Ref. [35]. Then, we obtain

gs,mn(E) = −πν0e
−ikhxmnσx

{
E + ∆τx√
∆2 − E2

sin kF rmn
kF rmn

e−rmn/ξE + τz
cos kF rmn
kF rmn

e−rmn/ξE
}

(5.23)
with xmn = xm − xn = (m− n)a and rmn = |xmn|. An analogous calculation for the
diagonal elements in site space, m = n, yields [see also Eq. (C.17)]

gs,mm(E) = −πν0
E + ∆τx√
∆2 − E2

. (5.24)
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Thus, the self-energy takes the form

Σd,mn(E) =

{
−Γ E−∆τx√

∆2−E2
m = n

−Γ
kF rmn

e−ikhxmnσxe−rmn/ξE
[
E−∆τx√
∆2−E2

sin kF rmn + τz cos kF rmn

]
m 6= n

(5.25)
This result for the self energy has several important physical consequences as we will
discuss in the following.

In general, the self energy is a 4× 4-matrix in Nambu and spin space,

Σd(E) =


Σee↑↑ Σee↑↓ Σeh↑↓ Σeh↑↑
Σee↓↑ Σee↓↓ Σeh↓↓ Σeh↓↑
Σhe↓↑ Σhe↓↓ Σhh↓↓ Σhh↓↑
Σhe↑↑ Σhe↑↓ Σhh↑↓ Σhh↑↑

 (5.26)

where each block is still a matrix in site space. In the absence of spin-orbit coupling, the
self energy decomposes into two independent 2× 2-blocks, as several matrix elements
vanish,

Σd(E) =


Σee↑↑ 0 Σeh↑↓ 0

0 Σee↓↓ 0 Σeh↓↑
Σhe↓↑ 0 Σhh↓↓ 0

0 Σhe↑↓ 0 Σhh↑↑

 . (5.27)

The diagonal entries in particle-hole space describe the renormalization of the quasi-
particle weight and the dispersion while the off-diagonal entries describe the proximity-
induced s-wave correlations. This is considered in more detail in App. B.

For the ferromagnetically-ordered adatom chain, we assumed that only the spin-
down band crosses the Fermi energy. For a description of the low-energy physics, we
can therefore project the Green functions and the self energy onto this subspace, e.g.,

Σd(E)→
(

Σee↓↓ Σeh↓↓
Σhe↓↓ Σhh↓↓

)
. (5.28)

The diagonal entries describe the renormalization of the quasiparticle weight and the
dispersion of the spin-down band while the off-diagonal entries describe the proximity-
induced pairing correlations. As these pairing correlations are induced in a spin-
polarized band, they require nonzero spin-orbit coupling. They are necessarily of p-
wave nature and thus odd in momentum as well as off-diagonal in site space.

In the original 4 × 4-scheme, the p-wave pairing terms correspond to the τxσx
entries. Moreover, we focus on subgap energies, E � ∆. Then, the projected self
energy takes the explicit form

Σd,mn(E) ' −ΓE

∆
δmn − i

Γe−rmn/ξ0

kF rmn
sin khxmn sin kF rmnτx(1− δmn). (5.29)

This is already written in the 2 × 2- matrix notation after projection, where τxσx
becomes τx. The first term renormalizes the band dispersion while the second describes
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the induced p-wave pairing. Note that it is indeed odd in site space as expected for p-
wave correlations and vanishes in the absence of spin-orbit coupling, i.e., when kh = 0.
Here, we will not pursue a detailed evaluation of these pairing correlations, but simply
assume that they are finite,

Σd,mn(E) ' −ΓE

∆
δmn + ∆mnτx, (5.30)

The interested reader can find a more complete discussion in Ref. [42].
Then, the Dyson equation for the projected Green function in momentum space

becomes

G−1
d (k,E) ' E(1 + Γ/∆)− vF (k − k0)τz + ∆(k)τx, (5.31)

where we explicitly linearized the dispersion of the spin-down band and ∆(k) denotes
the Fourier transform of ∆mn to momentum space. Besides the induces p-wave corre-
lations, this expression includes a strong renormalization of the quasiparticle weight
when Γ � ∆. Indeed, Γ measures the strength of hybridization between adatoms
and superconductor. In adatom experiments, this coupling is essentially determined
by atomic physics and expected to be large compared to the gap. In this situation,
excitations in the adatom band will have much spectral weight in the superconductor,
leading to a strong renormalization of the quasiparticle weight,

Z =
1

1 + Γ/∆
. (5.32)

This renormalization affects the dispersion and the induced gap of the adatom band
at subgap energies,

Gd(k,E) ' Z

E − ZvF (k − k0)τz + Z∆(k)τx
. (5.33)

We observe that the effective Fermi velocity is strongly renormalized,

vF → ṽF = ZvF . (5.34)

Loosely speaking, this renormalization can be understood by noting that the excita-
tions “spend little time” in the wire and propagate along the wire only during these
intervals. Indeed, to a good approximation, the non-pairing contributions to the self
energy are local in site space. Similarly, the physical induced gap involves the same
renormalization factor,

∆ind = Z|∆(k0)|. (5.35)

Notice, however, that ∆(k) is itself proportional to the large coupling Γ, making ∆ind

independent of Γ at strong coupling.
This renormalization is confirmed [42] by more detailed calculations of the sub-

gap spectrum for all momenta k. The results of such a calculation are shown in Fig.
5.4(a). The figure shows the original dispersion of the adatoms as black dashed lines
while the true dispersion accounting for the coupling to the superconductor is shown
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Fig. 5.4 (a) Excitation spectrum of a dense adatom chain coupled to a host superconductor.

Only the spin-down adatom band (shown by the black dashed lines) crosses the Fermi level.

The subgap dispersion accounting for the coupling to the superconductor is shown as a

full, blue line. The approximate theory presented in the text is shown in red and accurately

reproduces the numerically exact results near the Fermi wavevector of the adatom band. Note

the strong renormalization of the Fermi velocity compared to the bare dispersion as well as the

proximity-induced p-wave gap. (b) Numerically exact results for a Majorana wavefunction,

showing that it is localized on a scale which is small compared to the coherence length of the

host superconductor.

in blue. These dispersion curves exhibit the minimal gap at the wavevector k0 where
the adatom band crosses the Fermi energy, but the slopes are dramatically reduced in
accordance with the downward renormalization of the Fermi velocity. Indeed, we can
quantitatively compare these exact excitation spectra with the results of the approxi-
mate theory presented here. Eq. (5.33) predicts a low energy dispersion

Ek = ±
√

(ZvF (k − k0))2 + ∆2
ind, (5.36)

which is shown in red in Fig. 5.4(a).
The most important consequence of this renormalization concerns the localization

length of the Majorana bound states. We can extract a characteristic length from Eq.
(5.36), which is given by

ξM = Z
h̄vF
∆ind

. (5.37)

This length describes the coherence length of the induced superconducting correlations.
It is important to note that due to the renormalization of the Fermi velocity, this
can be significantly smaller than the coherence length of the host superconductor,
ξ = h̄vF /∆. This is important because ξM also governs the localization of the Majorana
end states. The Majorana states can thus be much more strongly localized than the
coherence length of the host superconductor when the coupling to the superconductor
is strong! This might have been observed in a recent experiment [15]. This scenario
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for the Majorana localization length is also confirmed by more detailed numerical
calculations, as illustrated in Fig. 5.4(a).

5.3 Insert: Kitaev chain

5.3.1 Finite chain and Majorana end states

Let us first consider

H = −t
∑
j

[c†j+1cj + c†jcj+1] + ∆
∑
j

[cj+1ci + c†jc
†
j+1]− µ

∑
j

c†jcj (5.38)

(i.e., the Hamiltonian in Eq. (5.12) with the replacement E0 → −µ) for a finite chain
of N sites [18]. It turns out that there is a particularly simple and instructive solution
of the finite chain for the special point t = ∆ and µ = 0. We start by writing the
fermionic operator

cj =
1

2
(γBj + iγAj), (5.39)

in terms of two Majorana operators γAj and γBj with γAj = γ†Aj and γBj = γ†Bj .

Using the inverse relations γAj = −i[cj − c†j ] and γBj = cj + c†j as well as the usual
fermionic anticommutation relations for cj , one easily checks that the operators γAj
and γBj do indeed satisfy the Majorana relation in Eq. (1.3). We can now express the
Hamiltonian in terms of these new operators. At the special point, this yields

H = −it
N−1∑
j=1

γBjγA,j+1. (5.40)

This Hamiltonian can be diagonalized by introducingN−1 new (conventional) fermionic
operators through

dj =
1

2
(γBj − iγA,j+1), (5.41)

for j = 1, . . . N −1. Note that these new operators combine Majorana operators which
derive from neighboring sites. If we now express the Hamiltonian in terms of these
new operators, we find

H = 2t

N−1∑
j=1

(
d†jdj −

1

2

)
. (5.42)

Thus, the dj are fermionic quasiparticle (Bogoliubov) operators of the superconductor
with energy t.

It is important to realize that we started with N fermionic operators cj . In contrast,
we seem to have only N − 1 quasiparticle operators dj . Where did we lose one of the
fermionic operators? If we look back at the Hamiltonian (5.40) written in terms of the
Majorana operators, we realize that two of the Majorana operators actually neither
appear in the Hamiltonian nor in the quasiparticle operators dj , namely γA1 and γBN !

To understand what this means, we note that these operators commute with the
Hamiltonian H. Thus, they are eigenoperators of the Hamiltonian with zero energy.
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There is one such zero-energy Majorana excitation localized at each end of the chain.
We can combine these two Majorana operators into an additional (highly-nonlocal)
conventional fermion,

d0 =
1

2
(γBN − iγA1). (5.43)

This fermionic operator does not appear in the Hamiltonian and thus has zero energy.
Assume that we find a many-body ground state |gs〉 of the chain with the additional
condition d0|gs〉 = 0. Then, there is necessarily a second ground state

d†0|gs〉. (5.44)

Indeed, since the quasiparticle excitation generated by d†0 has zero energy, this state
has exactly the same energy as |gs〉. Thus, we find that the ground state of a finite
Kitaev chain is doubly degenerate and that this degeneracy is associated with the
existence of Majorana end states at the two ends of the chain.

5.3.2 Bulk properties and phase diagram

To compute the bulk properties of the Kitaev chain for arbitrary parameters, we
consider the Hamiltonian (5.38) for N sites with periodic boundary conditions, i.e.,
we identify

c1 = cN+1. (5.45)

By translational invariance, this can be diagonalized by introducing ak through

cj =
1√
N

∑
j

eikjak. (5.46)

Indeed, this yields

H =
∑
k

ξka
†
kak + ∆

∑
k

[eikaka−k + e−ika†−ka
†
k], (5.47)

where
ξk = −2t cos k − µ (5.48)

is the normal-state dispersion.
To find the quasiparticle spectrum, we pass to Nambu space by introducing the

two-component Nambu operator

φk =

(
ak
a†−k

)
. (5.49)

Note that we define φk for k > 0 only to avoid double counting.4 Indeed, if one
remembers this condition, it is straight-forward to show that the φk satisfy the usual
fermionic anticommutation relations,

{φkα, φ†k′α′} = δkk′δαα′

4We can leave out the k = 0 term as there is no pairing term in this case.
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{φkα, φk′α′} = 0 (5.50)

{φ†kα, φ
†
k′α′} = 0.

We can now write the Hamiltonian as

H =
∑
k>0

φ†kHkφk + const (5.51)

with the Bogoliubov-deGennes (BdG) Hamiltonian

Hk =

(
ξk 2i∆ sin k

−2i∆ sin k −ξk

)
. (5.52)

Note that the off-diagonal terms in the BdG Hamiltonian are odd functions of k which
is a direct signature of the p-wave nature of the pairing. We can now obtain the
excitation spectrum

Ek = ±
√
ξ2
k + 4∆2 sin2 k (5.53)

in the usual way by diagonalizing the BdG Hamiltonian.
The connection with the the continuum model for spinless p-wave superconductor

(see Sec. 2.1) is readily made explicit. Consider a Fermi energy close to the lower band
edge so that the relevant wavevectors are small. Then we can expand both the disper-
sion ξk and the pairing ∆ sin k for small k. In this limit, we simply recover both the
BdG Hamiltonian (2.2) and the spectrum (2.3) for the spinless p-wave superconductor.

The excitation spectrum (5.53) of the Kitaev chain is mostly fully gapped. The
normal-state dispersion ξk vanishes only for k = ±kF where the Fermi wavevector kF
is determined by the condition −2t cos kF = µ. Similarly, the pairing term is nonzero
except when k = 0 and k = ±π. Thus, the system becomes gapless only when the
Fermi wavevector becomes equal to 0 or ±π. This happens when the chemical potential
is just at the band edges of the normal-state dispersion, i.e., when µ = −2t (kF = 0)
or µ = +2t (kF = ±π).

The lines µ = ±2t where the excitation spectrum becomes gapless correspond to
phase boundaries between two topologically distinct phases. The corresponding phase
diagram as a function of ∆ and µ (both measured in units of t) is shown in Fig. 5.2.
The Kitaev chain is in a topological phase when the chemical potential lies within the
band of the normal-state band. Conversely, the system becomes topologically trivial
when the chemical potential is outside the band. In the latter case, the system is
adiabatically connected to the vacuum (µ→ −∞) or a fully occupied band (µ→∞).
The special point t = ∆ and µ = 0 discussed above is well within the topological
phase.
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Nonabelian statistics

Perhaps the most fascinating property of Majorana zero modes is their nonabelian
quantum statistics. Nonabelian statistics of Majorana zero modes was first discussed
in two-dimensional systems where Majoranas appear as zero-energy bound states as-
sociated with vortices in spinless p + ip superconductors [43–45]. At first sight, it
might not be obvious whether Majoranas in one-dimensional systems as discussed
here would also obey the same quantum statistics. In fact, the Majoranas in 1d are
associated with domain walls rather than vortices, while physical arguments for non-
abelian statistics in 2d rely heavily on the phase structure of the order parameter
associated with a vortex. More generally, quantum statistics is not well defined in
strictly one-dimensional systems as exchanging particles cannot be disentangled from
interactions as the particles necessarily pass one another in the exchange process (or
formally, one can pass between, e.g., boson and fermion representations by means of
a Jordan-Wigner transformation). The second point can be readily circumvented by
considering wire networks rather than strictly one-dimensional systems [46].

6.1 Manipulation of Majorana bound states

A necessary prerequisite for probing nonabelian statistics of Majorana zero modes in
experiment is the ability to manipulate the Majorana zero modes. The most direct
way of performing braiding operations is by explicitly moving the Majorana states in
real space. Using the quantum-wire scenario as an example, let us briefly discuss how
this might be achieved in practice. To move the Majorana zero mode along the wire,
we need to move the domain wall with which it is associated. As we saw in Sec. 4, we
can induce the domain wall by spatially varying parameters in such a way that the
topological gap changes sign.

Consider first the Kitaev limit of the quantum-wire Hamiltonian (4.1), i.e., the
limit of large Zeeman splitting. In this limit, the topological phase transition occurs
when the chemical potential moves through the bottom of the band, and in the vicinity
of the phase transition, the gap is given by the chemical potential µ. Thus, we can
tune through the phase transition by changing the chemical potential, and induce a
domain wall by changing the chemical potential along the wire. This can in principle be
achieved by changing the local electrostatic potential through a series of gate electrodes
along the wire.

Next consider the topological-insulator limit of the quantum wire Hamiltonian
(4.1). In Sec. 4, we considered the case of zero chemical potential, µ = 0. In that
case, the topological gap is given by the difference of Zeeman field and gap, B − ∆.
While in principle, B and ∆ can be varied along the wire, these are not conveniently
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controlled experimentally. It turns out that also in this limit, we can tune through the
transition by varying the chemical potential. Indeed, one can solve for the spectrum of
Hamiltonian (4.1) in this limit at finite chemical potential by squaring the Hamiltonian,
along the same lines as described in Sec. 4. In this way, one finds that the gap is given
by

B −
√

∆2 + µ2. (6.1)

This shows that can again change the topological gap by tuning µ [46].
An alternative method relies on changing the superconducting order parameter of

the proximity-coupled superconductor [47]. While it may be inconvenient to change the
magnitude of ∆, the phase of the order parameter is readily manipulated. Indeed, there
is a phase gradient associated with a supercurrent flowing along the superconductor.
Incorporating this phase gradient into Hamiltonian (4.1), one readily finds that the
phase boundary between topological and nontopological phase depends on the phase
gradient. In fact, it turns out that in quantum wires in the topological-insulator limit,
a finite phase gradient pushes the system towards the topological phase. In this limit,
the topological gap is given by B − ∆. Roughly, the effect of the supercurrent can
be viewed as reducing the superconducting correlations, pushing the system towards
the topological phase. As a result, one can induce Majorana-carrying domain walls
in the quantum wires by having supercurrents of different strengths flowing along
different segments of the wire. These domain walls can be moved by changing these
supercurrents as function of time.

Based on such methods of manipulating domain walls, one can explicitly estab-
lish the nonabelian statistics of the Majorana bound states within the quantum-wire
platform [46]. Below, we will see that in principle, Majoranas can also be effectively
braided merely by varying the pairwise couplings between a number of Majoranas on
a Y-junction [48]. These couplings can be manipulated, e.g., by moving pairs of Majo-
ranas closer together, increasing their spatial overlap, or by changing the magnitude of
the topological gap in between, affecting the localization length and hence the spatial
overlap. Another interesting method relies on charging physics [49].

6.2 Insert: Nonabelian Berry phase

The basis for analyzing the braiding of Majorana bound states is the nonabelian Berry
phase. An essential assumption in the standard derivation of the Berry phase [50]
is that the instantaneous spectrum is nondegenerate at all times. The existence of
zero-energy Majorana modes implies that the ground state is degenerate and this
degeneracy persists during the entire braiding process. The adiabatic evolution in
the presence of degeneracies was first analyzed by Wilczek and Zee [51] in a classic
paper. They find that in this case, the adiabatic dynamics is not simply described by a
geometric phase associated with a conventional vector potential (Berry connection) but
rather with a geometric unitary transformation on the subspace of degenerate states
which can be expressed in terms of a nonabelian vector potential or Berry connection.
This is sometimes referred to as nonabelian Berry phase. For completeness, we briefly
recapitulate the derivation of the nonabelian Berry phase as it provides the basis for
describing a simple model for the braiding of Majorana zero modes in the next section.
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Consider a Hamiltonian H(λ(t)) which depends on time through a set of parame-
ters λ = (λ1, λ2, . . .), with the instantaneous spectrum

H(λ(t))|ψnα(t)〉 = En(t)|ψnα(t)〉. (6.2)

This spectrum contains one or several subsets n of degenerate states. The states within
each of these degenerate subspaces of dimension dn are labeled by α = 1, . . . , dn. Let
us now define the adiabatic solution of the corresponding time-dependent Schrödinger
equation

i∂t|ηnα(t)〉 = H(λ(t))|ηnα(t)〉. (6.3)

with initial condition
|ηnα(t = 0)〉 = |ψnα(t = 0)〉. (6.4)

In the adiabatic limit, the time evolution does not take the system out of the degenerate
subspace to which the initial state belongs. But unlike in the nondegenerate case, the
time-evolved state need not remain parallel to |ψnα(t)〉 at later times. Instead, the
time-evolved state can be a linear combination of all the states within the degenerate
subspace,

|ηnα(t)〉 =

dn∑
β=1

Unαβ(t)|ψnβ (t)〉. (6.5)

Note that the Unαβ(t) are just prefactors in a linear combination and not Hilbert-space
operators.

To deduce the Unαβ(t), we insert this expansion into the time-dependent Schrödinger
equation which yields

i
∑
β

[∂tU
n
αβ(t)]|ψnβ (t)〉+ i

∑
β

Unαβ(t)|∂tψnβ (t)〉 = En(t)
∑
β

Unαβ(t)|ψnβ (t)〉. (6.6)

Multiplying this equation from the left by 〈ψnγ (t)| and dropping the subspace index n
for simplicity of notation, we find

i∂tUαγ + i
∑
β

Uαβ〈ψγ |∂tψβ〉 = EUαγ . (6.7)

We can now define the nonabelian Berry connection

Aαβ(t) = i〈ψβ |∂tψα〉 (6.8)

so that we obtain, in matrix notation,

i∂tU = U(E −A). (6.9)

Note that this equation has the same structure as the Schödinger equation of the time-
evolution operator for a time-dependent Hamiltonian, except that on the right-hand
side, the analog of the Hamiltonian stands to the right of the time-evolution operator.
Thus, as is familiar from the time-evolution operator, this equation can be solved
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formally in terms of the anti-time-ordering operator T̃ which orders factors according
to ascending time from left to right. Thus, we find the explicit solution

Un(t) = e
−i
∫ t
0
dt′En(t′)

T̃ e
i
∫ t
0
dt′An(t′)

, (6.10)

where we have restored the subspace index n.
To bring out the geometric nature of the time evolution, we can introduce a non-

abelian vector potential which replaces time derivatives by derivatives with respect to
the parameters λj ,

An
αβ(t) = i〈ψnβ |∇λψ

n
α〉. (6.11)

Then, Un can be written in terms of an anti-path-ordered integral in parameter space,

Un(t) = e
−i
∫ t
0
dt′En(t′)

P̃ ei
∫
dλ·An(λ). (6.12)

The path-ordered exponential of the nonabelian vector potential generalizes the famil-
iar Berry phase. It only depends on the path in parameter space, not on the way in
which the path is being traversed, and is a purely geometric object. Now, we can also
express the time-evolution operator

U(t) '
∑
n

∑
α

|ηnα(t)〉〈ηnα(0)| =
∑
n

∑
αβ

Un(t)|ηnβ (t)〉〈ψnα(0)| (6.13)

within the adiabatic approximation.
Finally, we briefly discuss how the vector potential transforms under a change of

basis of the degenerate subspace,

|ψ′α(t)〉 =
∑
β

Ωαβ(t)|ψβ(t)〉. (6.14)

From the definition of the vector potential, one readily finds

A→ A′ = i(∇λΩ)Ω† + ΩAΩ†, (6.15)

i.e., Ω transforms just like a regular nonabelian vector potential. In some cases, this
gauge freedom can be used to diagonalize the nonabelian vector potential. In this
basis, the path ordering is no longer necessary and the exponent becomes a diagonal
matrix whose nonzero entries just take the form of a standard Berry phase.

6.3 Braiding Majorana zero modes

As illustrated in Fig. 6.1, a minimal model for nonabelian braiding starts from a Y-
junction of three one-dimensional topological superconductors, labeled wire 1, 2, and
3 [46, 48, 49]. If all three arms are in the topological phase, there are four Majorana
bound states in this system. Three of these are located at the outer ends of the three
wires, with Bogoliubov operators labeled γj for wire j, and a fourth Majorana mode
γ0 is located at the junction of the three wires. As long as the three arms have a finite
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Fig. 6.1 (a) Y-junction with a central Majorana γ0 and three Majoranas γj (j = 1, 2, 3) at

the outer ends. The outer Majoranas are coupled to the inner Majorana with strength ∆j .

(b) Basic step of the braiding procedure, which moves a zero-energy Majorana from the end

of wire 1 to the end of wire 3 by tuning the ∆j . Blue (yellow) wires indicate zero (nonzero)

couplings ∆j . Dark red circles correspond to zero-energy Majoranas, green circles indicate

Majoranas with finite energy due to coupling. In the intermediate step, the zero-energy Ma-

jorana is delocalized over the three pink Majoranas along the yellow wires. (c) Three steps

as in (b) braid the zero-energy Majoranas γ1 and γ2.

length, these outer Majorana bound states hybridize with the central Majorana and
the system is described by the Hamiltonian

H = i

3∑
j=1

∆jγ0γj . (6.16)

This Hamiltonian couples the central Majorana γ0 to a linear combination of the
outer three Majoranas, γΣ = (1/E)

∑3
j=1 ∆jγj , with proper normalization by E =

[∆2
1 + ∆2

2 + ∆2
3]1/2. Thus, the eigenenergies of H are ±E. There are also two linearly

independent combinations of the outer Majoranas which do not appear in the Hamil-
tonian and thus remain true zero-energy Majoranas for any (time-independent) choice
of the couplings ∆j . Due to these zero-energy modes, the two eigenvalues of H are
each doubly degenerate. These zero-energy Majoranas are particularly simple when
just one of the couplings ∆j is nonzero. In this case, the two zero-energy Majoranas
are simply the Majoranas located at the ends of those wires with zero coupling.

The couplings ∆j can be changed as a function of time. For instance, this can be
achieved by varying the length of topological section in each arm: The shorter the
topological section, the stronger the overlap and hence the coupling between the outer
and the central Majorana. As discussed above, this can be done, say in quantum-wire
based realizations, by driving part of the arm into the nontopological phase by the
application of a gate voltage or a supercurrent in the adjacent s-wave superconductor.
Alternatively, we can leave the length unchanged but vary parameters (such as Zeeman
field, induced superconducting pairing correlations, or chemical potential) such that
the topological gap of the arm varies. The smaller the topological gap, the larger the
spatial extent and hence the overlap of the Majorana end states.
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We can now imagine the following braiding procedure [46, 49]. Initially, only ∆3

in nonzero. Then, γ1 and γ2 are zero-energy Majoranas. In a first step, we move a
Majorana from the end of wire 1 to the end of wire 3, without involving the zero-energy
Majorana γ2. To this end, first increase ∆1 to a finite value. The zero-energy Majorana
originally located at the end of wire 1 is now delocalized and a linear combination of γ0,
γ1, and γ3. We then localize the Majorana zero mode at the end of wire 3 by reducing
∆3 down to zero, leaving only ∆1 nonzero. The braiding process is completed by two
analogous moves: We first move the zero-energy Majorana from the end of wire 2 to
the end of wire 1, and finally the zero-energy Majorana from wire 3 to wire 2. The
combined effect of this procedure is to exchange the initial zero-energy Majoranas at
the ends of wires 1 and 2.

We will now calculate the adiabatic evolution of the initial state under this braiding
protocol. To do so, we introduce conventional fermionic operators through

c1 =
1

2
(γ1 − iγ2) c2 =

1

2
(γ0 − iγ3) (6.17)

Using the inverse relations

γ1 = c1 + c†1 ; γ2 = i(c1 − c†1) ; γ3 = i(c2 − c†2) ; γ0 = c2 + c†2, (6.18)

we can write H in terms of c1 and c2. We can now write the Hamiltonian in the basis
{|00〉, |11〉, |10〉, |01〉}, where the basis states are defined as

|11〉 = c†1c
†
2|00〉 , |10〉 = c†1|00〉 , |01〉 = c†2|00〉 (6.19)

with c1|00〉 = c2|00〉 = 0. This yields

H =


∆3 i∆1 −∆2 0 0

−i∆1 −∆2 −∆3 0 0
0 0 ∆3 −i∆1 −∆2

0 0 i∆1 −∆2 −∆3

 (6.20)

The block-diagonal structure is a consequence of fermion-number-parity conservation.
In fact, it is easy to show that the Hamiltonian H commutes with the fermion-number-
parity operator

P = γ0γ1γ2γ3. (6.21)

The top-left block Heven = ∆3τz −∆1τy −∆2τx corresponds to even fermion parity,
while the bottom-right block Hodd = ∆3τz + ∆1τy − ∆2τx has odd fermion parity.
Here we have defined Pauli matrices τi within the even and odd subspaces. If we also
define Pauli matrices πj in the even-odd subspace, then we can write

H = ∆3τz −∆1τyπz −∆2τx (6.22)

for the overall Hamiltonian H. Writing Heven and Hodd in terms of Pauli matrices
makes it obvious that these Hamiltonians take the form of a spin Hamiltonian in
magnetic fields Beven = (−∆2,−∆1,∆3) and Bodd = (−∆2,∆1,∆3), respectively. The
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degeneracy due to the presence of the Majorana modes implies that the two subspaces
have the same eigenvalues. At the same time, the spectrum for each subspace by itself
is non-degenerate.

Thus, in the present basis, the nonabelian vector potential is diagonal and in line
with Eq. (6.12) its diagonal entries can be computed just as conventional Berry phases.
For a spin in a magnetic field, we know that Berry ’s phase is just half the solid angle
subtended by the unit vector along the magnetic-field direction during the closed
trajectory, with opposite signs for the spin-up and the spin-down state [50]. Thus, we
can now read off the nonabelian Berry phases for the braiding procedure described
above. Let us start with the odd subspace. Then the analog of the Zeeman field is
the vector (−∆2,∆1,∆3). The Berry phase is independent of the basis in spin space,
and thus we temporarily rotate the basis in τ -space by −π/2 around the z-axis, so
that τx → −τy, τy → τx, and τz → τz. In this rotated basis, the effective magnetic
field becomes ∆ = (∆1,∆2,∆3). At the beginning of the braiding process, this field
points along the positive z-direction. We first increase ∆1 and subsequently reduce
∆3 to zero. Thus, we rotate the unit vector ∆ in the xz-plane to the equator. Next,
we increase ∆2 and reduce ∆1 to zero. This rotates ∆ by π/2 around the equator.
Finally, we increase ∆3 and reduce ∆2 to zero which rotates ∆ back towards the pole.
In total, this procedure encloses one quarter of the upper hemisphere, i.e., a solid
angle of π/2, yielding a Berry phase of π/4, with opposite signs for the spin-up and
spin-down states.

To obtain the corresponding phase in the even subspace, we note that the effective
Zeeman field in this subspace merely differs in the sign of the y-component. In effect,
this implies that the corresponding ∆ encloses the same solid angle but encircles it in
the opposite direction. Hence, the Berry phases for the even and odd subspaces are
equal in magnitude, but opposite in sign, and we find from Eq. (6.12)

U12 = ei
π
4 τzπz (6.23)

for the exchange of Majoranas 1 and 2. Here, we have dropped the dynamic phase
which is the same for all relevant states. Finally, we can reexpress this in terms of
the original Majorana operators using the identity iγ1γ2 = τzπz which yields the
basis-independent representation

U12 = eiπγ1γ2/4 (6.24)

of the effect of braiding Majoranas γ1 and γ2.
We can check explicitly that the Majorana braiding matrices (6.24) satisfy the

defining relations

σiσj = σjσi |i− j| ≤ 2 (6.25)

σiσi+1σi = σi+1σiσi+1 i = 1 . . . N − 1 (6.26)

of the braid group. Here, we imagine an N particle system, with the particles ordered
and enumerated in some arbitrary fashion as 1, 2, . . . , N . Then, σi denotes one of N−1
generators of the braid group, describing a counterclockwise exchange of particles
i and i + 1. Thus, we can identify σi with Ui,i+1. It is also not difficult to show
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that the Majorana braiding matrices (6.24) are indeed nonabelian by showing that
σiσi+1 6= σi+1σi.
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Experimental signatures

There have been many proposals how to detect Majorana bound states experimentally.
In this section, we briefly introduce signatures that have been used in experiment.

7.1 Conductance signatures

7.1.1 Normal-metal lead

A simple and direct method of detecting bound states in superconductors relies on
measurements of the tunneling conductance. The differential conductance is nonzero
whenever a state in the sample is energetically aligned with the Fermi level in the
normal-metal lead. Tuning the bias voltage between lead and sample effectively shifts
the Fermi level in the lead and enables measurements as a function of energy. While
tunneling into a superconductor is typically suppressed at subgap energies, subgap
bound states appear as sharp resonances in the differential conductance.

To understand the nature of transport through such bound states, consider an
isolated subgap state that gives rise to a sharp singularity in the density of states. A
single electron may tunnel from the lead and occupy the quasiparticle bound state.
In the absence of coupling to other degrees of freedom, the quasiparticle cannot relax
into the superconductor, thus blocking single-particle transport. In contrast, current
can flow by Andreev reflection, when an electron entering from the lead is reflected as
a hole, creating a Cooper pair in the sample.

Now, consider a proximity-coupled wire in a topological phase, terminated at one
end by a tunnel barrier and connected to a normal-state lead. We calculate the An-
dreev current from the normal-state lead to the proximity-providing superconductor
by scattering theory. The amplitude for an electron in the lead to tunnel through the
tunnel barrier, Andreev reflect from the superconductor as a hole, and the hole to
tunnel back into the lead is thrhete, where rhe (and reh) are amplitudes for Andreev
reflections and te (th) is the barrier transmission amplitude for electrons (holes). Note
that we leave the energy dependence of these amplitudes implicit. In addition, the
total current also comprises processes in which the Andreev reflection is followed by
a reflection at the barrier and further Andreev reflections. The total amplitude for
Andreev reflection is the sum of all of these processes, cf. Fig. 7.1(a),

Ahe = th[1 + rhererehrh + (rhererehrh)2 + . . .]rhete =
thrhete

1− rhererehrh
. (7.1)

To obtain the tunneling current, we multiply the Andreev reflection probability |Ahe|2
by the Fermi distribution of incoming electrons and outgoing holes nF (ω − eV )[1 −
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nF (ω+ eV )] and integrate over all energies. Note that the electron and hole reservoirs
in the lead are shifted relative to the Fermi energy of the sample by ∓eV . We further
add the contribution due to Andreev reflections of incoming holes and divide by two
to prevent double counting. This yields the Andreev current

I =
1

2
2e

∫
dω

2πh̄
|Ahe|2[nF (ω − eV )− nF (ω + eV )] (7.2)

for a spinless superconductor, where the charge 2e accounts for the fact that a Cooper
pair is transmitted during each Andreev reflection.

At subgap energies, the transmission through the superconductor vanishes and the
reflection matrix

r =

(
ree reh
rhe rhh

)
(7.3)

must be unitary. Particle-hole symmetry relates the matrix elements through

τxr(−E)τx = r∗(E). (7.4)

Specifically, we find ree = r∗hh and reh = r∗he at the Fermi energy. This implies that
det r(E = 0) is real. When combined with unitarity, this demands that the determinant
of the reflection matrix take on only two possible values,

det r = ±1. (7.5)

This corresponds to the following two cases, making det r a topological index: (i)
Reflection from the trivial phase with perfect normal reflection |ree| = 1 and zero
Andreev reflection reh = 0, corresponding to det r = 1, and (ii) reflection from the
topological phase with perfect Andreev reflection |reh| = 1 and zero normal reflection
ree = 0. Note that it is impossible to smoothly tune between the two cases.

Before returning to the conductance signatures, we briefly note that this result
allows for an alternative derivation of the existence of Majorana bound states. In
the topological phase, we find rhereh = 1 at the Fermi level. Consider a topological
superconductor terminated by a short normal section and a hard wall. An electron
at the Fermi energy impinging on the superconductor is Andreev reflected as a hole,
the hole undergoes normal reflection at the hard wall (with phase π) and Andreev
reflection from the superconductor, and finally the electron is normally reflected from
the hard wall, closing the trajectory. At the Fermi energy, the reflection phases add
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to a multiple of 2π, implying the formation of a bound state by Bohr-Sommerfeld
quantization. This zero-energy bound state is just the Majorana.

To obtain Ahe also at nonzero energies, we first recall the Andreev-reflection ampli-
tudes rhe = reh = exp[−i arccos(ω/∆)] for an s-wave superconductor with real order
parameter ∆ > 0. In a p-wave superconductor [see Eq. (2.2)], incoming electron and
outgoing hole (both with momentum pF ) experience an effective gap ∆ = ∆′pF and
thus

rhe = exp[−i arccos(ω/∆)] (7.6)

as for the s-wave superconductor. The gap has the opposite sign for the reverse process,
as both incoming hole and reflected electron have momentum −pF . The Andreev
reflection amplitude is thus

reh = exp[−i arccos(ω/∆) + iπ] = exp[i arccos(−ω/∆)] (7.7)

In the vicinity of the Fermi level, we can expand

rhereh ' 1 + 2i
ω

∆
, (7.8)

and at weak tunneling through the barrier, we can approximate re/h ' 1 − t2e/h/2

(assuming real re/h and te/h). Using these approximations, we arrive at the Breit-
Wigner form

|Ahe|2 =
t2ht

2
e

4ω2/∆2 + (t2e + t2h)2/4
(7.9)

for the Andreev reflection amplitude, and the Andreev current becomes

I = e

∫
dω

2πh̄

ΓeΓh
ω2 + (Γe + Γh)2/4

[nF (ω − eV )− nF (ω + eV )], (7.10)

where we introduced the electron and hole tunneling rates Γe/h = 1
2∆t2e/h through the

barrier. These can be evaluated at the Fermi level, where they are equal by particle-
hole symmetry, Γe = Γh = Γ. The resonance of the integrand (7.10) at energy ω = 0
reflects the Majorana bound state at the junction.

Using Eq. (7.10) to compute the differential conductance, we find

dI

dV
=

2e2

h

Γ2

eV 2 + Γ2
. (7.11)

The differential conductance is a Lorentzian as a function of bias voltage, with quan-
tized height 2e2/h and peak width determined by the tunneling rate through the
barrier, see Fig. 7.1(b) [53, 54]. This quantized zero-bias conductance peak can serve
as a robust fingerprint of an isolated Majorana bound state. For other subgap states
such as regular Andreev bound states, the conductance is not restricted to quantized
values. Moreover, such resonances will typically shift in energy as function of gate
voltage or magnetic field.

Nevertheless, it remains a challenging task to resolve this quantized conductance
peak in experiment. First, temperature broadening of the distribution function in
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the normal lead limits the energy resolution. Once temperature exceeds the intrinsic
broadening Γ, the width of the conductance peak is determined by temperature T ,
and the conductance peak is correspondingly reduced by a factor of order Γ/T . The
situation may be particularly unfavorable in multichannel wires, where the coupling
of the topological channel to the lead is typically very weak [52].

Second, the zero-bias Majorana peak is also broadened by inelastic quasiparticle
transitions in the superconductor. At finite temperatures, there will be inelastic (e.g.,
phonon-assisted) transitions of quasiparticles between the zero-energy state and other
subgap states or the quasiparticle continuum. These quasiparticle-poisoning processes
reduce the lifetime of the zero-energy excitation and can be accounted for phenomeno-
logically in Eq. (7.11) by including an additional rate Γqp into the broadening,

dI

dV
=

2e2

h

Γ2

eV 2 + (Γ + Γqp)2
. (7.12)

Thus quasiparticle poisoning also destroys the conductance quantization at zero bias.
In addition, such relaxation processes of quasiparticles allow for an additional single-
particle current which is nonquantized and adds to the Andreev current [55,56].

7.1.2 Superconducting lead

An alternative experiment tunnels into the Majorana bound state from a (nontopolog-
ical) superconducting tip. One advantage of this setup is that the gap exponentially
suppresses finite-temperature broadening. It is important to understand that for a
superconducting electrode, Majorana bound states are no longer signaled by zero-bias
peaks. The threshold for electron tunneling corresponds to the Majorana bound state
overlapping with the BCS singularity in the density of states of the electrode. Thus,
the Majorana bound state is signaled by differential conductance peaks at bias voltages
eV = ±∆, where ∆ denotes the gap of the electrode.

Heuristically, we can derive the tunneling current from Eq. (7.10) by noting that the
tunneling rates Γe and Γh are proportional to the density of states in the lead electrode.
In a superconductor, we thus expect Γe/h = Γρ(ω ∓ eV ) with the dimensionless BCS

density of states ρ(ω) = θ(|ω| − ∆)|ω|/
√
ω2 −∆2 normalized to the normal-state

density of states. It can indeed be shown that this is the result of a more formal
calculation, see [57].

Up to exponentially small corrections in ∆/T � 1 and for eV ' ∆, we can
set nF (ω − eV ) − nF (ω + eV ) ' 1 (refelcting the above-mentioned insensivity to
temperature). Then, the current becomes

I = e

∫ eV−∆

−(eV−∆)

dω

2πh̄

Γ2ρ(ω − eV )ρ(ω + eV )

ω2 + Γ2[ρ(ω − eV ) + ρ(ω + eV )]2/4
. (7.13)

In this low-temperature limit, the current vanishes for eV < ∆. We measure voltage
from the threshold, η = eV − ∆, so that for η ' 0 the bound state is energetically
aligned with the BCS singularities of the lead. For |ω| < η we can approximate

ρ(ω ± eV ) '
√

∆/2(η ± ω)� 1. (7.14)
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This yields the current

I =
4e

h

∫ η

−η

dω√
η2 − ω2

ω3
t

ω2 + ω3
t

(
1√
η−ω + 1√

η+ω

)2 , (7.15)

where we introduced the effective tunnel coupling ωt = (∆Γ2)1/3/2. We finally arrive
at

I =
4e

h
η

∫ 1

−1

dx√
1− x2

1

x2(η/ωt)3 +
(

1√
1−x + 1√

1+x

)2 (7.16)

for η > 0, with the limiting cases

dI

dV
=


0 eV −∆ < 0

2e2

h (4− π) eV −∆ = 0

− 2e2

h
ω3
t

(eV−∆)3 × const. eV −∆� ωt

. (7.17)

The conductance is shown in Fig. 7.1(c). At eV = ∆, the conductance jumps from

zero to the maximal value (4 − π) 2e2

h and then decreases on the scale ωt, eventually
developing a shallow negative differential conductance dip.

This result has several remarkable implications [57]: (a) The peak conductance is
universal, independent of tunneling strength, Majorana wavefunction, or the sign of
the voltage. This parallels the conductance quantization for a normal-metal tip. For
both normal-state and superconducting electrodes, conventional subgap states exhibit
nonuniversal behavior, so that they can in principle be distinguished from Majorana
resonances. (b) The peak width depends on a lower power of the tunneling strength
for a superconducting electrode, ∼ Γ2/3, than for a normal-state electrode, ∼ Γ. This
weak dependence on the junction transmission allows one to distinguish bound state
resonances from competing multiple Andreev peaks whose width scales as Γ2. (c)
Thermal broadening is practically irrelevant for a superconducting lead at T � ∆. (d)
For a superconducting lead, the peak conductance is less vulnerable to quasiparticle
poisoning. At the threshold eV = ∆, the tunneling rates Γe/h diverge due to the BCS
singularity, making additional broadening due to inelastic transitions ineffective.

This leads to a striking Majorana signature when using a superconducting scanning
tunneling microscope tip and mapping out the conductance in the vicinity of the bound
state. For a Majorana state, the threshold conductance is independent of the location
of the tip, and the Majorana appears as a plateau of height (4 − π)(2e2/h). The
extension of the plateau is only limited by experimental resolution.

7.2 4π-periodic Josephson effect

So far, we considered junctions of a topological superconductor with a normal metal or
a conventional superconductor. Junctions of two topological superconductors, harbor-
ing two Majorana bound states γL and γR, provide additional signatures. The coupling
across the junction fuses the two Majoranas into a conventional fermion with nonzero
energy. Nevertheless, the junction retains important signatures of the topological phase
in the two superconductors.
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Fig. 7.2 Subgap

This is rooted in the bound state spectrum of the junction, which can be obtained
from the tunneling Hamiltonian

HT = tc†LcR + t∗c†RcL, (7.18)

which couples the topological superconductors. Here, t is the tunneling matrix element
and the operator cL/R annihilates an electron at the junction in the left/right super-
conductor. When the two banks of the junction have the same superconducting phase,
the projection of the tunneling Hamiltonian onto the low-energy Majorana excitations
reads

HT = (t+ t∗)uLuRP, (7.19)

where P = iγLγR is the parity operator of the fermion formed of the two Majoranas.
Here, we used that the electron operators project as cL ' uLγL and cR ' iuRγR,
where uL/R are real Majorana wavefunctions in the left and right bank. Indeed, these
expressions are consistent with the results for the Kitaev chain in Sec. 5.3 for t = ∆
and µ = 0 , where the low-energy projections of the two end fermions are c1 ' iγA1

and cN ' γBN .
In an appropriate gauge, a phase difference ϕ across the junction can be incorpo-

rated entirely into the tunneling amplitude, t = t0e
iϕ/2 with t0 real. Thus, we find the

phase-dependent subgap spectrum

E = ±2 cos(ϕ/2)t0uLuR, (7.20)

where the sign corresponds to the parity eigenvalue ±1. This is illustrated in Fig. 7.2.
Remarkably, E is 4π-periodic for fixed parity and tuning the phase by 2π changes the
energy of the system! Of course, the entire spectrum, including both fermion parity
sectors, is 2π-periodic as required by gauge invariance.

For fixed fermion parity, this result predicts a 4π-periodic Josephson current, quite
unlike the 2π-periodic Josephson current of conventional Josephson junctions. This
remarkable consequence of Majorana physics follows when recalling that the Josephson
current can be obtained from the subgap spectrum through

I = 2e
dE

dϕ
, (7.21)
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as can be readily established from the tunneling Hamiltonian (7.18) with t = t0e
iϕ/2.

For fixed fermion parity, only one of the subgap states contributes and the Josephson
current has period 4π. We also observe that the Josephson current has the same
magnitude, but opposite signs for the two fermion parities.

An important point of this argument is that there is a degeneracy of the two states
at ϕ = π. The Josephson behavior would revert to the conventional 2π periodicity,
should this crossing turn into an anticrossing. However, this cannot happen as the
crossing is protected by fermion parity! The crossing of the subgap states at ϕ = π
implies a ground-state degeneracy and can be viewed as a quantum phase transition,
at which the fermion parity of the many-body ground state changes.

It is also interesting to connect these considerations with our discussion of sym-
metry classes in Sec. 2.1. For ϕ = π, the pairing gaps have opposite sign in the two
banks. As discussed in Sec. 2.1, each bank is described by a Hamiltonian in class BDI,
albeit with opposite topological indices ±1. Hence, the topological index jumps by 2
across the junction, which necessitates the presence of two Majorana bound states, in
agreement with our findings. The protection of these two Majoranas relies on chiral
symmetry, which is broken by the complex order parameter away from ϕ = π and
hence the energy levels split.

Experimental observation of the 4π-periodic Josephson effect requires that fermion
parity is preserved. If the phase difference is varied too slowly, parity may change by
quasiparticle poisoning, masking the 4π periodicity. One way of varying the phase
difference swiftly is via the ac Josephson effect in the presence of a finite bias voltage
across the junction. The 4π periodicity generates an ac current at half the usual Joseph-
son frequency, a clear signature of topological superconductivity. However, one needs
to keep in mind that the time-dependent phase difference may induce diabatic tran-
sitions between the low-energy bound states and the quasiparticle continuum above
the gap. Such transitions are most likely in the vicinity of the phase difference where
the bound-state energy becomes maximal, and cause switching between the fermion
parities. This also masks the fractional Josephson frequency. Even in the presence of
these transitions, however, a signature remains present in the finite-frequency current
noise, which has a peak at half the Josephson frequency [58]. This effect is particularly
prominent at low bias voltages when transitions occur only after many cycles.

An alternative route, which requires only static measurements, is based on Shapiro
steps. In conventional junctions, the combination of a dc voltage Vdc and an ac voltage
Vac sin(ωt) generates a Josephson current

I = IJ sin(ϕ+ 2eVdct− (eVac/ω) cos(ωt)). (7.22)

Expanding this expression in Bessel functions, one can show that the current exhibits
steps as a function of bias voltage. These steps originate from resonances between the
ac voltage and the phase winding due to the dc voltage, which occur when 2eVdc = nω
with n an integer. Clearly, this condition is modified when the current-phase relation is
4π-periodic and the steps occur instead at eVdc = nω. Thus, Majoranas only contribute
to every second Shapiro step, predicting a prominent even-odd asymmetry of the
Shapiro steps as a strong signatures of Majorana states.
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Conclusions

In these notes, we have provided an introduction into the physics of one-dimensional
topological superconductivity and Majorana bound states. This field is currently at-
tracting significant theoretical and experimental attention. It is fueled by the prospect
of not only establishing the existence of these exotic quasiparticles, but of observ-
ing a new type of quantum statistics. Condensed matter has already enriched physics
through the (abelian) anyonic statistics of the quasiparticles in the fractional quantum
Hall effect. Observing nonabelian statistics would take this to yet another level. It is
quite remarkable that such fundamentally new physics is lurking in material systems as
mundane as hybrids of semiconductors and superconductors, with the relevant phases
accessible to a standard mean-field analysis. This contrasts sharply with the abelian
anyons which occur in the strongly correlated fractional quantum Hall states.

Beyond the nonabelian statistics, the field is energized by its potential for topolog-
ical quantum information processing. One envisions to exploit the remarkable proper-
ties of Majorana bound states to store and process quantum information in an intrin-
sically fault-tolerant manner. However, it turns out that it is impossible to construct
a universal topological quantum computer based on braiding Majorana bound states.
Two possible workarounds are being discussed in the literature: The less ambitious but
perhaps more realistic approach is to complement the topologically protected braid-
ing operations by additional gate operations which are unprotected. In addition to
the topologically protected gate operations based on Majorana braiding, it would suf-
fice to include the unprotected operation exp(iπγjγj+1/8). Even when including such
nontopological gate operations, one would still gain significantly from the topological
protection of information storage and the partial protection of information processing.
The more ambitious program tries to find platforms which realize yet more exotic
quasiparticles such as Fibonacci anyons with a richer braid group and the capacity to
realize a universal topological quantum computer.

There are many aspects of Majorana physics which are not discussed in these notes,
such as effects of disorder and interactions, alternative experimental platforms, as well
as numerous proposals for experimental Majorana signatures. Most importantly, we
did not discuss the existing experiments in any detail. However, we hope that these
notes provide sufficient detail for readers to develop their own informed opinion on
these and forthcoming experiments.
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Appendix A

Pairing Hamiltonians: BdG and 2nd
quantization

Up to a constant, a general second-quantized pairing Hamiltonian H can be brought
into Bogoliubov-de Gennes form by doubling the degrees of freedom,

H =
1

2

∫
ddxΨ†(x)HΨ(x) + const. (A.1)

where H is the first-quantized Bogoliubov-de Gennes (BdG) Hamiltonian. Throughout
these notes, we choose the Nambu spinor ordered as

Ψ(x) = (ψ↑(x), ψ↓(x), ψ†↓(x),−ψ†↑(x))T . (A.2)

As an example, consider the second-quantized Hamiltonian for the topological insula-
tor edge,

H =

∫
dx
{
−ivF

[
ψ†↑(x)∂xψ↓(x) + ψ†↓(x)∂xψ↑(x)

]
−B

[
ψ†↑(x)ψ↑(x)− ψ†↓(x)ψ↓(x)

]
+ ∆

(
ψ†↑(x)ψ†↓(x) + h.c

)}
. (A.3)

Introducing Nambu spinor and using the anticommutation relations of the electronic
operators, we can bring this Hamiltonian into the BdG form (A.1) with the BdG
Hamiltonian H given by Eq. (3.1).

With the definition (A.2) of the spinor, time reversal is effected by

T = iσyK, (A.4)

where K denotes complex conjugation, and charge conjugation by

C = −iτy. (A.5)

Due to the doubling of the degrees of freedom, the BdG Hamiltonian acquires the
constraint

CTΨ = Ψ, (A.6)

known as particle-hole symmetry. For the BdG Hamiltonian, particle-hole symmetry
implies

{H,CT} = 0, CTΨ = Ψ. (A.7)
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Denote the eigenfunctions of H as Φn(x) = (u↑,n(x), u↓,n(x), v↑,n(x), v↓,n(x))T with
eigenvalues En, satisfying

HΦn(x) = EnΦn(x). (A.8)

This equation is known as the BdG equation. Particle-hole symmetry implies

HCTΦn = −CTHΦn = −CTEnΦn = −EnCTΦn, (A.9)

for every BdG eigenspinor Φn with energy En, there is an eigenspinor Φ−n = CTΦn
with energy −En. The eigenspinors are orthonormal,∫

dxΦ†n(x)Φm(x) = δnm, (A.10)

where δnm is the Kronecker symbol when Φn(x) and Φm(x) are normalizable and a
Dirac δ-function when Φn(x) and Φm(x) are scattering states. In addition, the com-
pleteness can be written as ∑

n

Φn(x)Φ†n(y) = δ(x− y). (A.11)

Using the BdG eigenspinors, the second-quantized Hamiltonian (A.1) can be writ-
ten as (up to a constant)

H =
1

2

∫
dxΨ†(x)HΨ(x) (A.12)

=

∫
dx

∫
dyΨ†(y)Hδ(x− y)Ψ(x) (A.13)

=
∑
n

∫
dxdyΨ†(y)HΦn(y)Φ†n(x)Ψ(x) (A.14)

=
∑
n

Enγ
†
nγn, (A.15)

where the γn are the Bogoliubov quasiparticle operators. They can be expressed in
terms of the original electron operators as

γn =

∫
dxΦ†n(x)Ψ(x) (A.16)

γ†n =

∫
dxΨ†(x)Φn(x). (A.17)

Using Eq. (A.7), (A.9), and the unitarity CT , we have

γ†−n =

∫
dxΨ†(x)Φ−n(x)

=

∫
dx [CTΨ(x)]

†
[CTΦn(x)]

=

∫
dxΦ†n(x)Ψ(x) = γn. (A.18)

One can readily check that the Bogoliubov operators fulfill the fermionic anticommu-
tation relations.



Pairing Hamiltonians: BdG and 2nd quantization 55

We can also write the electronic operators in terms of Bogoliubov operators by
using Eq. (A.11),

Ψ(x) =
∑
n

Φn(x)γn =
∑
n>0

(Φn(x)γn + Φ−n(x)γ−n)

=
∑
n>0

(
Φn(x)γn + CTΦn(x)γ†n

)
. (A.19)

These equations have to be complemented by the Majorana mode when there is an
isolated zero-energy eigenspinor with associated Bogoliubov operator γ0 = γ†0, see Sec.
3.2.



Appendix B

Proximity-induced pairing

All realizations of topological superconducting phases discussed in these notes are
based on proximity-induced superconductivity. At the same time, we never explicitly
discussed the s-wave superconductor which induces the superconducting correlations
in the one-dimensional system. Instead, we directly included a pairing term in the
Bogoliubov-de Gennes Hamiltonian of the one-dimensional system. In this appendix,
we want to briefly discuss the proximity effect more explicitly for a one-dimensional
wire proximity coupled to a BCS superconductor, not accounting for Zeeman fields or
spin-orbit coupling.

The s-wave superconductor is described by the pairing Hamiltonian

Hs =
1

2

∫
d3r ψ†(r)Hsψ(r) (B.1)

Hs = ξpτz + ∆τx (B.2)

ξ9p =
p2

2m
− µ, (B.3)

written in terms of the Nambu spinor

ψ(r) =
(
ψ↑(r), ψ↓(r), ψ†↓(r),−ψ†↑(r)

)T
. (B.4)

Here, ∆ is the s-wave gap of the proximity-providing superconductor, and the τi
denote Pauli matrices in Nambu space. The one-dimensional wire can is modeled by
the Bogoliubov–de Gennes Hamiltonian

Hd =
1

2

∫
dx d†(x)Hdd(x) (B.5)

where

d(x) =
(
d↑(x), d↓(x), d†↓(x),−d†↑(x)

)T
. (B.6)

At low energies in the vicinity of the Fermi energy, we can the dispersion of the wire,
so that its Bogoliubov–de Gennes Hamiltonian becomes

Hd = vF pxτz, (B.7)

with the momentum px measured from the respective Fermi point. The hybridization
between the adatom chain and the superconductor is modeled by
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HT = − t
2

∫
d3r

[
ψ†(r)τzd(x) + d†(x)τzψ(r)

]
δ(y)δ(z), (B.8)

which describes local tunneling between wire and superconductor.
In order to describe the effect of the superconductor on the wire, we consider

the Green function of the electrons in the wire and account for the coupling to the
superconductor through a self energy. Since we are dealing with a quadratic problem,
this self energy can be computed exactly,

Σ(x1 − x2, E) = t2τzgs(x1 − x2, E)τz, xi = (xi, 0, 0), (B.9)

where gs(r) is the real-space Green function of the uncoupled BCS superconductor.
We also used the translational invariance of the adatom chain along the x-direction
so that the self-energy only depends on the distance between the two positions. The
Green function of the superconductor can now be evaluated as

gs(x1 − x2, E) =

∫
d3p

(2π)3

ei(x1−x2)px

E −∆τx − ξpτz
(B.10)

' ν2D
0

∫
dpx
2π

ei(x1−x2)px

∫
dξ

E + ∆τx
E2 −∆2 − ξ2

(B.11)

= −πν2D
0

E + ∆τx√
∆2 − E2

δ(x1 − x2). (B.12)

Here, ν2D
0 is a two-dimensional density of states at the Fermi level. Note that to a

good approximation, the self energy is strictly local. Thus, it becomes independent of
momentum when Fourier transforming to momentum space along the x-direction,

Σ(k,E) = −Γ2D
E −∆τx√
∆2 − E2

, Γ2D = πν2D
0 t2 (B.13)

We thus find the dressed Green function

Gs(k,E) = [g−1
s (k,E)− Σ(k,E)]−1 (B.14)

describing the propagation of electrons in the quantum wire.
To understand this self energy better, it is instructive to consider various limits.

For E � ∆, i.e., for energies far above the gap, we find the retarded self energy

ΣR(k,E) ' −iΓ2D (B.15)

The self energy is purely imaginary and describes the fact that high-energy excitations
in the wire can decay into the superconductor with rate 2Γ2D. Indeed, the 2Γ2D =
2πν2D

0 t2 just coincides with a simple golden-rule result for this process at fixed k, as
the density of states of the superconductor is unaffected by pairing at high energies.

At subgap energies, E � ∆, the self energy is purely real, reflecting the fact that
the superconductor is gapped and excitations in the wire can only virtually enter the
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superconductor, but not decay into it. We can now expand the self energy for small
E,

Σ(k,E) ' −Γ2D

∆
E − Γ2Dτx. (B.16)

At first sight, the induced gap is given by Γ2D. However, this cannot be the case at
strong hybridization Γ2D � ∆. In fact, in this limit, the term linear in E becomes
important and induces a significant renormalization of the quasiparticle weight,

Gs(k,E) = [E(1 + Γ2D/∆)− vF kτz − Γ2Dτx]−1

=
Z

E − ZvF kτz + ZΓ2Dτx
, (B.17)

where

Z =
1

1 + Γ2D/∆
. (B.18)

This renormalization of the quasiparticle weight reflects the fact that even at sub-
gap energies, excitations of the quantum wire have appreciable spectral weight in the
superconductor. We can now identify the induced gap

∆ind = ZΓ2D '
{

Γ2D Γ2D � ∆
∆ Γ2D � ∆

. (B.19)

We observe that as a result of the renormalization of the quasiparticle weight, the
induced gap indeed saturates at the host gap as expected.

However, this renormalization also has other important consequences. The disper-
sion is obtained from the poles of the Green function,

detG−1
s (k,E) = 0 (B.20)

for each k. This yields

E(k) = ±
√

(ZvF k)2 + (ZΓ2D)2. (B.21)

Thus, at strong hybridization, Γ2D � ∆, there is also a significant renormalization of
the Fermi velocity vF ,

vF → ṽF = vF
∆

Γ2D
. (B.22)

This implies that also the effective coherence length of the proximity-induced super-
conducting correlations in the wire can be quite different from the coherence length of
the superconductor. If we assume that both wire and superconductor have bare Fermi
velocities of the same order (as is presumably the case in the adatom scenario), the
correlation length of the proximity-induced superconductivity is

ξ =
h̄ṽF
∆ind

=
h̄vF
Γ2D

. (B.23)

At strong hybridization, this is much smaller than the coherence length of the bulk
superconductor, h̄vF /∆.
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Shiba states

In this appendix, we outline the derivation of the Shiba states for a single magnetic
impurity. We first consider the approach in which the adatom is described as a classi-
cal magnetic moment. Subsequently, we describe the adatom as a spin-1/2 Anderson
impurity, treating the onsite interaction within a mean-field approximation.

C.1 Adatom as a classical magnetic impurity

Our starting point is the Hamiltonian in Eq. (5.1). When choosing the impurity spin
S to point along the z direction, this 4 × 4 Hamiltonian separates into independent
2× 2 blocks H± for spin-up (+) and spin-down (−) electrons,

H± = ξpτz[V τz ∓ JS]δ(r) + ∆τx. (C.1)

To solve for the bound-state spectrum, we isolate the impurity terms on the right-hand
side,

[E − ξpτz −∆τx]ψ(r) = [V τz ∓ JS]δ(r)ψ(0), (C.2)

and pass to momentum representation, ψ(r) =
∫

[dp/(2π)3]ψp. This yields

[E − ξpτz −∆τx]ψp = [V τz ∓ JS]ψ(0). (C.3)

and hence

ψp =
1

E − ξpτz −∆τx
[V τz ∓ JS]ψ(0). (C.4)

We can now obtain an equation for the spinor ψ(0) evaluated at the position of the
impurity only,

ψ(0) =

∫
dp

(2π)3

E + ξpτz + ∆τx
E2 − ξ2

p −∆2
[V τz ∓ JS]ψ(0). (C.5)

For subgap energies E < ∆, the integral can be readily performed. This yields{
1 +

E + ∆τx√
∆2 − E2

[βτz ∓ α]

}
ψ(0) = 0. (C.6)

Here we introduced the dimensionless measures α = πν0JS and β = πν0V of the
exchange coupling and the potential scattering, respectively. ν0 denotes the normal-
phase density of states.
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Setting the determinant of the prefactor of ψ(0) in Eq. (C.6) equal to zero, we find
that H± has a subgap solution with energies

E = ±∆
1− α2 + β2√

(1− α2 + β2)2 + 4α2
. (C.7)

The positive (negative) sign corresponds to the spin-up (spin-down) sector. The en-
ergies of the two Shiba states cross at zero when α2 = 1 + β2. For stronger exchange
coupling, the ground state changes from even to odd electron number. Notice also
that E0 → ∆ for vanishing exchange coupling, α→ 0, in accordance with Anderson’s
theorem.

Inserting these eigenenergies into Eq. (C.6), we can obtain the corresponding eigen-
spinors,

ψ(0) =

(
u(0)

v(0)

)
= C

( √
1 + (α± β)2

±
√

1 + (α∓ β)2

)
(C.8)

where C is a normalization constant. The normalization constant can be found from
the condition ∫

dp

(2π)3
(|up|2 + |vp|2) = 1, (C.9)

where

ψp =

(
up
vp

)
(C.10)

is given in Eq. (C.4). A somewhat length, but elementary evaluation of this condition
yields

ψp =

√
2παν0∆

[(1 + (α− β)2)(1 + (α+ β)2)]3/4

( √
1 + (α± β)2

±
√

1 + (α∓ β)2

)
. (C.11)

It is interesting to make two comment:

• Even when E = 0, i.e., for α2 − β2 = 1, the electron and hole wavefunctions of
the Shiba state are in general different from one another. This is quite distinct
from Majorana zero-energy states for which electron and hole wavefunctions are
necessarily complex conjugates of one another.

• Electron and hole wavefunctions do become equal up to a sign in the absence of
potential scattering.

Finally, we can also give the four-spinor results for the Shiba state wavefunctions
at the position of the impurity,

ψ+(0) =

√
2παν0∆

[(1 + (α− β)2)(1 + (α+ β)2)]3/4


√

1 + (α+ β)2

0√
1 + (α− β)2

0

 (C.12)
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ψ−(0) =

√
2παν0∆

[(1 + (α− β)2)(1 + (α+ β)2)]3/4


0√

1 + (α− β)2

0

−
√

1 + (α+ β)2

 . (C.13)

C.2 Adatom as a spin-1/2 Anderson impurity

Following the main text, we focus on the case when the impurity level is fully spin
polarized along z-axis so that 〈n〉 = 1 and 〈m〉 = 1. Using the Nambu spinor notation

d =
(
d↑, d↓, d

†
↓,−d

†
↑

)T
, (C.14)

we can write down the Bogoliubov-de Gennes Hamiltonian for the impurity level as

Hd =
1

2
d†Hdd

Hd = (εd − µ+
U

2
)τz +

U

2
σz. (C.15)

The adatom induces localized subgap states once the the hybridization with the su-
perconductor is included. The spectrum of subgap states can be found from the poles
of the local Green function G(E) of the superconductor at the impurity position (cho-
sen at the origin). Due to the local nature of the tunneling, the latter obeys a purely
multiplicative Dyson equation

G(E) = g(E) + g(E)Σ(E)G(E) (C.16)

where g(E) is the local Green function of the homogeneous superconductor in the
absence of coupling to the adatom,

g(E) =

∫
dp

(2π)3

E + ξpτz + ∆τx
E2 − ξ2

p −∆2
= −πν0

E + ∆τx√
∆2 − E2

. (C.17)

The effect of the adatom is included through the self energy

Σ(E) = t2(E −Hd)
−1. (C.18)

The poles of G(E) and hence the subgap spectrum can be found from the condition

detG−1(E) = det
[
g−1(E)− Σ(E)

]
= 0. (C.19)

This separates into separate equations for the two spin components,

det

{
(E −∆τx)√

∆2 − ω2
− Γ[

(ω ± U/2)− (εd − µ+ U
2 )τz

]} = 0, (C.20)

with Γ = πν0t
2. In the limit U,Γ� ∆, one finds subgap states with energies

E = ±∆
Γ2 + (εd − µ+ U/2)2 − (U/2)2√

(Γ2 + (εd − µ+ U/2)2 − (U/2)2)2 + Γ2U2
. (C.21)

When written in term of Ed↑ = εd − µ and Ed↓ = εd − µ+ U , this yields Eq. (5.9).
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