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Abstract
We review pro and contra of the hypothesis that generic polymer properties of topological
constraints are behind many aspects of chromatin folding in eukaryotic cells. For that purpose, we
review, first, recent theoretical and computational findings in polymer physics related to
concentrated, topologically simple (unknotted and unlinked) chains or a system of chains. Second,
we review recent experimental discoveries related to genome folding. Understanding in these fields
is far from complete, but we show how looking at them in parallel sheds new light on both.

Keywords: protein folding, DNA, genome, chromatin, genome folding, polymer physics,
biological physics

(Some figures may appear in colour only in the online journal)

1. Introduction

Each cell of the human body contains about 2 m of DNA
(46 molecules, 5 cm long each on average). This much DNA
is packed within the cell nucleus with linear dimensions of
about five to ten micrometers. How is such an extreme folding
achieved? In our view, the natural path to approach the folding
of the genome is from a polymer physics perspective. The
purpose of the present review is to summarize our recent
polymer physics findings [1– 5] and review their potential
implications for the field of genome folding in light of recent
experimental [6– 18] and computational achievements [19– 27]
(see also review articles [28– 32]).

The very fact that the genome folding problem belongs
to the realm of polymer physics was recognized early on,

4 Author to whom any correspondence should be addressed.

particularly by B. Trask and her co-workers and followers
[6, 7, 35– 41]. More recently this line of research was continued
[23, 24, 42]. Through these and other works, it is understood
that the ‘polymer’ in question for genome folding is not naked
DNA, but rather the chromatin fiber—a complex of DNA with
many proteins (histone complexes) more or less tightly bound
to DNA. Its length is smaller than 2 m, but still large enough,
on the order of millimeters to centimeters. To imagine the
situation, it is useful to increase all scales by a factor of 106,
thus arriving at the necessity to pack and unpack about one
hundred kilometers of a regular centimeter-thick rope in and
out of a delivery truck.

The rope example highlights the role of ‘entanglements’,
here loosely understood as all consequences of the fact that
two segments of DNA/chromatin cannot cross one another,
at least not on their own. While a hundred kilometers of
rope will easily fit in a truck considering its bare volume, it
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Mechanism of compartmentalization 
microphone separation in polymers

	

 
 

	

Figure 3. Polymer model reproduces microscopic morphologies and strength of	 	 	 	 	 	 	 	 	 	

Hi-C	features	

a,  Our approach is to: define a mechanistic model with parameters describing chromatin             
interactions; simulate an ensemble of configurations predicted for this model via Langevin            
dynamics; and compare these configurations to Hi-C and microscopy data. In the panels below,              

17	

	

 
 

	

Figure 3. Polymer model reproduces microscopic morphologies and strength of	 	 	 	 	 	 	 	 	 	

Hi-C	features	

a,  Our approach is to: define a mechanistic model with parameters describing chromatin             
interactions; simulate an ensemble of configurations predicted for this model via Langevin            
dynamics; and compare these configurations to Hi-C and microscopy data. In the panels below,              

17	

Attractions (direct or mediated) 
A-A 
B-B  

Statistical Physics of Macromolecules 1991



	

 
 

	

Figure 3. Polymer model reproduces microscopic morphologies and strength of	 	 	 	 	 	 	 	 	 	

Hi-C	features	

a,  Our approach is to: define a mechanistic model with parameters describing chromatin             
interactions; simulate an ensemble of configurations predicted for this model via Langevin            
dynamics; and compare these configurations to Hi-C and microscopy data. In the panels below,              

17	

Which are more important for compartmentalization?

Mechanism of compartmentalization
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Figures	and	Figure	CapƟons:	

	

 

Figure 1. Nuclear architecture of the studied cell types revealed by microscopy	 	 	 	 	 	 	 	 	 	 	 	

and	Hi-C.		

a,  The spatial organization of eu- and heterochromatin are revealed by staining with             
anti-H4K8ac antibody (green) and DAPI (red). Nuclei of non-rod neurons and WT thymocytes             
are conventional, with euchromatin in the interior. Rod nuclei are inverted, with a single central               
chromocenter. Nuclei of LBR-null thymocytes are inverted and have several chromocenters.           
Scale bar, 2 µm. 
b, Hi-C contact maps for chromosomes 1, 2, and 3 show a checkerboard pattern in cis and                 
trans, reflecting compartmentalization, with cis contacts much more frequent than trans           
contacts. Views are taken from the second biological replicate. 
c,  Hi-C contact maps for an 87MB region of chr1, with compartment profile indicating regions in                
the A (green) and B (brown) compartment above. 
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Figure 2.   A limited set of models quantitatively agree with radial ordering in microscopy. 
a,  Our approach is to define mechanistic models with parameters describing chromatin                       
interactions, simulate an ensemble of conformations for each model via Langevin dynamics, and                         
compare observables extracted from these conformations to HiC and microscopy data. To                       
compare to the former we extract compartment strength from simulated HiC maps, to compare                           
to the latter we compute average nuclear radial density functions of A, B, and C monomers over                                 
the ensemble of conformations. We represent each chromosome as a heteropolymer, consisting                       
of C (blue), B (red), and A (green) monomers, corresponding to constitutive heterochromatin,                         
heterochromatin and euchromatin, respectively, and impose confinement to a spherical volume.                     
The sequence of A and B monomers in our heteropolymer follows the sequence of A and B                                 
compartments in rods. Models are characterized by the relative attraction strengths between                       
every pair of monomer types, leading to 720 (6!) classes of models. For analysis of variants of                                 
this framework or other models outside of this framework, see  ED Fig. 7 .  
b. In Solovei et al. 26 , the distribution of the the different chromatin classes as a function of                                 
nuclear radius was determined experimentally (inset cartoon,  Methods ). This allows us to                       
quantitatively compare the analogous quantities in our 720 model classes, which we call the                           
nuclear radial density functions, to microscopy. For each model class, we plot the peaks of the                               
nuclear radial density functions, and color according to their  density peak distance  from the                           
experimental values  (i.e. combined distance to the large white dot demarcating the experimental                         
peak positions). Densities are computed from 50 simulated configurations. 
c, Arranging the 720 models according to their agreement with experimental data (i.e. density                           
peak distance,  Methods ). Best 8 models are indicated in cyan, with representative                       
conformations. Other models are plotted in black, or pink if a representative conformation is                           
shown from that model. Models 815 shown in  ED Fig. 8 . 
d,  Parameters of the best 8 models increase on average as AA ~ AB < AC < BB < BC < CC. 
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Figure 3. Polymer model reproduces microscopic morphologies and strength of	 	 	 	 	 	 	 	 	 	
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a,  Our approach is to: define a mechanistic model with parameters describing chromatin             
interactions; simulate an ensemble of configurations predicted for this model via Langevin            
dynamics; and compare these configurations to Hi-C and microscopy data. In the panels below,              
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Figure 1. Nuclear architecture of the studied cell types revealed by microscopy	 	 	 	 	 	 	 	 	 	 	 	

and	Hi-C.		

a,  The spatial organization of eu- and heterochromatin are revealed by staining with             
anti-H4K8ac antibody (green) and DAPI (red). Nuclei of non-rod neurons and WT thymocytes             
are conventional, with euchromatin in the interior. Rod nuclei are inverted, with a single central               
chromocenter. Nuclei of LBR-null thymocytes are inverted and have several chromocenters.           
Scale bar, 2 µm. 
b, Hi-C contact maps for chromosomes 1, 2, and 3 show a checkerboard pattern in cis and                 
trans, reflecting compartmentalization, with cis contacts much more frequent than trans           
contacts. Views are taken from the second biological replicate. 
c,  Hi-C contact maps for an 87MB region of chr1, with compartment profile indicating regions in                
the A (green) and B (brown) compartment above. 
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inverted  is the default state of the nucleus!

Summary: Mechanism of compartmentalization
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and F (Fig. 4b, c). Although correlations are strongest within TADs,
there is some correlation between TADs showing the same trend, such
as TADs D and F, which are both downregulated during differenti-
ation. Only TAD E, which contains Xist and all of its known positive

regulators Jpx, Ftx, Xpr/Xpct and Rnf125 (Jpx, Ftx, Xpct and Rnf12 are
also known as Enox, B230206F22Rik, Slc16a2 and Rlim, respectively) is
anti-correlated with most other genes in the 4.5 Mb region, being
upregulated during differentiation (Supplementary Fig. 7). The fact
that these coordinately upregulated loci are located in the same TAD
suggests that they are integrated into a similar cis-regulatory network,
potentially sharing common cis-regulatory elements. We therefore
predict that TAD E (,550 kb) represents the minimum 59 regulatory
region required for accurate Xist expression, explaining why even the
largest transgenes tested so far (covering 150 kb 59 to Xist, Fig. 5a)
cannot recapitulate normal Xist expression7.

The respective promoters of Xist and Tsixlie in two neighbouring
TADs with transcription crossing the intervening boundary (Fig. 2b),
consistent with previous 3C experiments22. Whereas the Xist promoter
and its positive regulators are located in TAD E, the promoter of its
antisense repressor, Tsix, lies in TAD D, which extends up to Ppnx
(also known as 4930519F16Rik)/Nap1l2, more than 200 kb away
(Fig. 2b). Thus, in addition to the Xite enhancer, more distant elements
within TAD D may participate in Tsixregulation. To test this we used
two different single-copy transgenic mouse lines, Tg53 and Tg80
(ref. 23). Both transgenes contain Xist, Tsixand Xite (Fig. 5a). Tg53
encompasses the whole of TAD D, whereas Tg80 is truncated just 59 to
Xite (Fig. 5a and Supplementary Fig. 9). In the inner cell mass of male
mouse embryos at embryonic day 4.0 (E4.0), Tsixtranscripts could be
readily detected from Tg53, as well as from the endogenous X (Fig. 5b).
However, no Tsixexpression could be detected from Tg80, which lacks
the distal portion of TAD D (Fig. 5b). Thus, sequences within TAD D
must contain essential elements for the correct developmental regu-
lation of Tsix.

Within TAD D, several significant looping events involving the Tsix
promoter or its enhancer Xite were detected (Figs 2b and 5a,
Supplementary Fig. 10). Alignment of 5C maps with chromatin sig-
natures of enhancers in mouse ESCs (Supplementary Fig. 11) sug-
gested the existence of multiple regulatory elements within this
region. We also identified a transcript initiating approximately 50 kb
upstream of the Ppnxpromoter (Fig. 5a), from a region bound by
pluripotency factors and corresponding to a predicted promoter for
a large (80 kb) intervening non-coding RNA (lincRNA24, Supplemen-
tary Fig. 12) which we termed Linx(large intervening transcript in the
Xic). LinxRNA shares several features with non-coding RNAs, such as
accumulation around its transcription site25 (Fig. 5c), nuclear enrich-
ment and abundance of the unspliced form26 (Supplementary Fig. 12
and 13). Linxand Tsixare co-expressed in the inner cell mass of
blastocysts from E3.5–4.0 onwards, as well as in male and female
mouse ESCs (Fig. 5c). LinxRNA is not detected earlier in embryogenesis,
nor in extra-embryonic lineages, implying an epiblast-specific function
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Figure 2 | Determinants of topologically associating domains. a, Blocks of
contiguous enrichment in H3K27me3 or H3K9me2 (ref. 11) align with the
position of TADs (chromatin immunoprecipitation on chip from ref. 9) in wild-
type cells (TT2), but TADs are largely unaffected in the absence of H3K9me2 in
male G9a2/2 cells or H3K27me3 in male Eed2/2 cells. b, Deletion of a
boundary at Xist/Tsixdisrupts folding pattern of the two neighbouring TADs.
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Figure 3 | Dynamics of topologically associating domains during cell
differentiation. a, Comparison of 5C data from male mouse ESCs (E14), NPCs
(E14) and primary MEFs reveals general conservation of TAD positions during
differentiation, but differences in their internal organization (arrows highlight

examples of tissue-specific patterns). b, Lamina-associated domains (LADs,
from ref. 19) align with TADs. Chromosomal positions of tissue-specific LADs
reflect gain of lamina association by TADs, as well as internal reorganization of
lamina-associated TADs during differentiation.
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In eukaryotes transcriptional regulation often involves multiple
long-range elements and is influenced by the genomic environ-
ment1. A prime example of this concerns the mouse X-inactivation
centre (Xic), which orchestrates the initiation of X-chromosome
inactivation (XCI) by controlling the expression of the non-
protein-coding Xist transcript. The extent of Xic sequences
required for the proper regulation of Xist remains unknown.
Here we use chromosome conformation capture carbon-copy
(5C)2 and super-resolution microscopy to analyse the spatial
organization of a 4.5-megabases (Mb) region including Xist. We
discover a series of discrete 200-kilobase to 1 Mb topologically
associating domains (TADs), present both before and after cell
differentiation and on the active and inactive X. TADs align with,
but do not rely on, several domain-wide features of the epigenome,
such as H3K27me3 or H3K9me2 blocks and lamina-associated
domains. TADs also align with coordinately regulated gene clusters.
Disruption of a TAD boundary causes ectopic chromosomal con-
tacts and long-range transcriptional misregulation. The Xist/Tsix
sense/antisense unit illustrates how TADs enable the spatial
segregation of oppositely regulated chromosomal neighbourhoods,
with the respective promoters of Xist and Tsix lying in adjacent
TADs, each containing their known positive regulators. We identify
a novel distal regulatory region of Tsix within its TAD, which pro-
duces a long intervening RNA, Linx. In addition to uncovering a
new principle of cis-regulatory architecture of mammalian chromo-
somes, our study sets the stage for the full genetic dissection of the
X-inactivation centre.

The X-inactivation centre was originally defined by deletions and
translocations as a region spanning several megabases3,4, and contains
several elements known to affect Xist activity, including its repressive
antisense transcript Tsix and its regulators Xite, DXPas34 and Tsx5,6.
However, additional control elements must exist, as single-copy trans-
genes encompassing Xist and up to 460 kb of flanking sequences are
unable to recapitulate proper Xist regulation7. To characterize the cis-
regulatory landscape of the Xic in an unbiased approach, we performed
5C2 across a 4.5-Mb region containing Xist. We designed 5C-Forward
and 5C-Reverse oligonucleotides following an alternating scheme2,
thereby simultaneously interrogating nearly 250,000 possible chromo-
somal contacts in parallel, with a mean resolution of 10–20 kb (Fig. 1a;
see Supplementary Methods). Analysis of undifferentiated mouse
embryonic stem cells (ESCs) revealed that long-range (.50 kb) con-
tacts preferentially occur within a series of discrete genomic blocks,
each covering 0.2–1 Mb (Fig. 1b). These blocks differ from the higher-
order organization recently observed by Hi-C8, corresponding to
much larger domains of open or closed chromatin, that come together
in the nucleus to form A and B types of compartments8. Instead, our

5C analysis shows self-associating chromosomal domains occurring at
the sub-megabase scale. The size and location of these domains is
identical in male and female mouse ESCs (Supplementary Fig. 1)
and in different mouse ESC lines (Supplementary Fig. 2 and
Supplementary Data 1).

To examine this organization with an alternative approach, we per-
formed three-dimensional DNA fluorescent in situ hybridization
(FISH) in male mouse ESCs. Nuclear distances were found to be sig-
nificantly shorter between probes lying in the same 5C domain than in
different domains (Fig. 1c, d), and a strong correlation was found
between three-dimensional distances and 5C counts (Supplementary
Fig. 3a, b). Furthermore, using pools of tiled bacterial artificial chro-
mosome (BAC) probes spanning up to 1 Mb and structured illumina-
tion microscopy, we found that large DNA segments belonging to the
same 5C domain colocalize to a greater extent than DNA segments
located in adjacent domains (Fig. 1e), and this throughout the cell cycle
(Supplementary Fig. 3c, d). Based on 5C and FISH data, we conclude
that chromatin folding at the sub-megabase scale is not random, and
partitions this chromosomal region into a succession of topologically
associating domains (TADs).

We next investigated what might drive chromatin folding in TADs.
We first noticed a striking alignment between TADs and the large
blocks of H3K27me3 and H3K9me2 (ref. 9) that are known to exist
throughout the mammalian genomes10–13 (for example, TAD E, Fig. 2
and Supplementary Fig. 4). We therefore examined 5C profiles of
G9a2/2 (also known as Ehmt2) mouse ESCs, which lack H3K9me2,
notably at the Xic14, and Eed2/2 mouse ESCs, which lack H3K27me3
(ref. 15). No obvious change in overall chromatin conformation was
observed, and TADs were not affected either in size or position in these
mutants (Fig. 2 and Supplementary Fig. 4b). Thus TAD formation is
not due to domain-wide H3K27me3 or H3K9me2 enrichment.
Instead, such segmental chromatin blocks might actually be delimited
by the spatial partitioning of chromosomes into TADs.

We then addressed whether folding in TADs is driven by discrete
boundary elements at their borders. 5C was performed in a mouse ESC
line carrying a 58-kb deletion (DXTX16), encompassing the boundary
between the Xist and Tsix TADs (D and E; Fig. 2b). We observed
ectopic contacts between sequences in TADs D and E and an altered
organization of TAD E. Boundary elements can thus mediate the
spatial segregation of neighbouring chromosomal segments. Within
the TAD D–E boundary, a CTCF-binding site was recently implicated
in insulating Tsixfrom remote regulatory influences17. However, align-
ment of CTCF- and cohesin-binding sites in mouse ESCs18 with our 5C
data showed that, although these factors are present at most TAD
boundaries (Supplementary Fig. 4), they are also frequently present
within TADs, excluding them as the sole determinants of TAD
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ParisTech, Fontainebleau, F-77300 France. 7Institute of Pathology, Charité–Universitätsmedizin, 10117 Berlin, and Institute of Theoretical Biology Humboldt Universität, 10115 Berlin, Germany.
8Department of Biochemistry and Biophysics, University of California San Francisco, San Francisco, California 94158-2517, USA. 9Department of Reproduction and Development, Erasmus MC, University
Medical Center, 3000 CA Rotterdam, The Netherlands.

1 7 M A Y 2 0 1 2 | V O L 4 8 5 | N A T U R E | 3 8 1

Macmillan Publishers Limited. All rights reserved©2012

 26 

Cremer, T., and Cremer, C. (2001). Chromosome territories, nuclear architecture 
and gene regulation in mammalian cells. Nat Rev Genet 2, 292-301. 
Crozat, E., Meglio, A., Allemand, J.F., Chivers, C.E., Howarth, M., Vénien-Bryan, 
C., Grainge, I., and Sherratt, D.J. (2010). Separating speed and ability to 
displace roadblocks during DNA translocation by FtsK. EMBO J 29, 1423-1433. 
Dalton, R.P., Lyons, D.B., and S., L. (2013). Co-opting the unfolded protein 
response to elicit olfactory receptor feedback. Cell 155, 321-332. 
de Laat, W., and Duboule, D. (2013). Topology of mammalian developmental 
enhancers and their regulatory landscapes. Nature 502, 499-506. 
de Wit, E., Vos, E.S., Holwerda, S.J., Valdes-Quezada, C., Verstegen, M.J., 
Teunissen, H., Splinter, E., Wijchers, P.J., Krijger, P.H., and de Laat, W. (2015). 
CTCF Binding Polarity Determines Chromatin Looping. Mol Cell 60, 676-684. 
Dekker, J. (2014). Two ways to fold the genome during the cell cycle: insights 
obtained with chromosome conformation capture. Epigenetics Chromatin 7, 25. 
Dekker, J., Marti-Renom, M.A., and Mirny, L.A. (2013). Exploring the three-
dimensional organization of genomes: interpreting chromatin interaction data. 
Nat Rev Genet 14, 390-403. 
Dekker, J., Rippe, K., Dekker, M., and Kleckner, N. (2002). Capturing 
Chromosome Conformation. Science 295, 1306-1311. 
Dixon, J.R., Selvaraj, S., Yue, F., Kim, A., Li, Y., Shen, Y., Hu, M., Liu, J.S., and 
Ren, B. (2012). Topological domains in mammalian genomes identified by 
analysis of chromatin interactions. Nature 485, 376-380. 
Dong, J., Panchakshari, R.A., Zhang, T., Zhang, Y., Hu, J., Volpi, S.A., Meyers, 
R.M., Ho, Y.J., Du, Z., Robbiani, D.F., et al. (2015). Orientation-specific joining of 
AID-initiated DNA breaks promotes antibody class switching. Nature 525, 134-
139. 
Doyle, B., Fudenberg, G., Imakaev, M., and Mirny, L.A. (2014). Chromatin loops 
as allosteric modulators of enhancer-promoter interactions. PLoS Comput Biol 10, 
e1003867. 
Earnshaw, W.C., and Laemmli, U.K. (1983). Architecture of metaphase 
chromosomes and chromosome scaffolds. J Cell Biol 96, 84-93. 
Engreitz, J.M., Pandya-Jones, A., McDonel, P., Shishkin, A., Sirokman, K., Surka, 
C., Kadri, S., Xing, J., Goren, A., Lander, E.S., et al. (2013). The Xist lncRNA 
exploits three-dimensional genome architecture to spread across the X 
chromosome. Science 341, 1237973  
Fraser, J., Williamson, I., Bickmore, W.A., and Dostie, J. (2015). An Overview of 
Genome Organization and How We Got There: from FISH to Hi-C. Microbiol Mol 
Biol Rev 79, 347-372. 
Fudenberg, G., Imakaev, M., Lu, C., Goloborodko, A., Adbennur, N., and Mirny, 
L.A. (2015). Formation of chromosomal domains by loop extrusion. bioRxiv doi: 
http://dx.doi.org/10.1101/024620. 
Galupa, R., and Heard, E. (2015). X-chromosome inactivation: new insights into 
cis and trans regulation. Curr Opin Genet Dev 31, 57-66. 
Gendrel, A.V., and Heard, E. (2014). Noncoding RNAs and epigenetic 
mechanisms during X-chromosome inactivation. Annu Rev Cell Dev Biol 30, 561-
580. 

(9). Neither of these studies have been cited in (1). 
 
Due to all of the aforementioned issues we are concerned that this systematic downplaying and 
failing to acknowledge work of other scientists in the community is being used to create a false 
impression of priority, as evident from the public media coverage (11, 12) of (1). 
 
Bibliography 
 
1. Sanborn AL, et al. (2015) Chromatin extrusion explains key features of loop and domain 

formation in wild-type and engineered genomes. Proceedings of the National Academy of 
Sciences 112(47):E6456–65. 

2. Nora EP, et al. (2012) Spatial partitioning of the regulatory landscape of the X-inactivation 
centre. Nature 485(7398):381–385. 

3. Narendra V, et al. (2015) CTCF establishes discrete functional chromatin domains at the 
Hox clusters during differentiation. Science (New York, NY) 347(6225):1017–1021. 

4. Lupiáñez DG, et al. (2015) Disruptions of Topological Chromatin Domains Cause 
Pathogenic Rewiring of Gene-Enhancer Interactions. Cell. doi:10.1016/j.cell.2015.04.004. 

5. Guo Y, et al. (2015) CRISPR Inversion of CTCF Sites Alters Genome Topology and 
Enhancer/Promoter Function. Cell 162(4):900–910. 

6. Nasmyth K (2001) Disseminating the genome: joining, resolving, and separating sister 
chromatids during mitosis and meiosis. Annu Rev Genet 35(1):673–745. 

7. Alipour E, Marko JF (2012) Self-organization of domain structures by DNA-loop-extruding 
enzymes. Nucleic Acids Res. doi:10.1093/nar/gks925. 

8. Fudenberg G, Imakaev M, Lu C, Goloborodko A (2015) Formation of chromosomal 
domains by loop extrusion. bioRxiv. doi:10.1101/024620. 

9. Smrek J, Grosberg AY (2013) A novel family of space-filling curves in their relation to 
chromosome conformation in eukaryotes. Physica A: Statistical Mechanics and its 
Applications 392(24):6375–6388. 

10. Halverson JD, Lee WB, Grest GS, Grosberg AY, Kremer K (2011) Molecular dynamics 
simulation study of nonconcatenated ring polymers in a melt. I. Statics. J Chem Phys 
134(20):204904. 

11. Yong E (2015) There’s a Mystery Machine That Sculpts the Human Genome. The 
Atlantic. Available at: http://www.theatlantic.com/science/archive/2015/10/theres-a-
mystery-machine-that-sculpts-the-human-genome/411199/ [Accessed January 23, 2016]. 

12. Park A (2015) Researchers Perform First Surgery on the Human Genome. Time. 
Available at: http://time.com/4078582/surgery-human-genome/ [Accessed January 23, 
2016]. 

	

(9). Neither of these studies have been cited in (1). 
 
Due to all of the aforementioned issues we are concerned that this systematic downplaying and 
failing to acknowledge work of other scientists in the community is being used to create a false 
impression of priority, as evident from the public media coverage (11, 12) of (1). 
 
Bibliography 
 
1. Sanborn AL, et al. (2015) Chromatin extrusion explains key features of loop and domain 

formation in wild-type and engineered genomes. Proceedings of the National Academy of 
Sciences 112(47):E6456–65. 

2. Nora EP, et al. (2012) Spatial partitioning of the regulatory landscape of the X-inactivation 
centre. Nature 485(7398):381–385. 

3. Narendra V, et al. (2015) CTCF establishes discrete functional chromatin domains at the 
Hox clusters during differentiation. Science (New York, NY) 347(6225):1017–1021. 

4. Lupiáñez DG, et al. (2015) Disruptions of Topological Chromatin Domains Cause 
Pathogenic Rewiring of Gene-Enhancer Interactions. Cell. doi:10.1016/j.cell.2015.04.004. 

5. Guo Y, et al. (2015) CRISPR Inversion of CTCF Sites Alters Genome Topology and 
Enhancer/Promoter Function. Cell 162(4):900–910. 

6. Nasmyth K (2001) Disseminating the genome: joining, resolving, and separating sister 
chromatids during mitosis and meiosis. Annu Rev Genet 35(1):673–745. 

7. Alipour E, Marko JF (2012) Self-organization of domain structures by DNA-loop-extruding 
enzymes. Nucleic Acids Res. doi:10.1093/nar/gks925. 

8. Fudenberg G, Imakaev M, Lu C, Goloborodko A (2015) Formation of chromosomal 
domains by loop extrusion. bioRxiv. doi:10.1101/024620. 

9. Smrek J, Grosberg AY (2013) A novel family of space-filling curves in their relation to 
chromosome conformation in eukaryotes. Physica A: Statistical Mechanics and its 
Applications 392(24):6375–6388. 

10. Halverson JD, Lee WB, Grest GS, Grosberg AY, Kremer K (2011) Molecular dynamics 
simulation study of nonconcatenated ring polymers in a melt. I. Statics. J Chem Phys 
134(20):204904. 

11. Yong E (2015) There’s a Mystery Machine That Sculpts the Human Genome. The 
Atlantic. Available at: http://www.theatlantic.com/science/archive/2015/10/theres-a-
mystery-machine-that-sculpts-the-human-genome/411199/ [Accessed January 23, 2016]. 

12. Park A (2015) Researchers Perform First Surgery on the Human Genome. Time. 
Available at: http://time.com/4078582/surgery-human-genome/ [Accessed January 23, 
2016]. 

	

(9). Neither of these studies have been cited in (1). 
 
Due to all of the aforementioned issues we are concerned that this systematic downplaying and 
failing to acknowledge work of other scientists in the community is being used to create a false 
impression of priority, as evident from the public media coverage (11, 12) of (1). 
 
Bibliography 
 
1. Sanborn AL, et al. (2015) Chromatin extrusion explains key features of loop and domain 

formation in wild-type and engineered genomes. Proceedings of the National Academy of 
Sciences 112(47):E6456–65. 

2. Nora EP, et al. (2012) Spatial partitioning of the regulatory landscape of the X-inactivation 
centre. Nature 485(7398):381–385. 

3. Narendra V, et al. (2015) CTCF establishes discrete functional chromatin domains at the 
Hox clusters during differentiation. Science (New York, NY) 347(6225):1017–1021. 

4. Lupiáñez DG, et al. (2015) Disruptions of Topological Chromatin Domains Cause 
Pathogenic Rewiring of Gene-Enhancer Interactions. Cell. doi:10.1016/j.cell.2015.04.004. 

5. Guo Y, et al. (2015) CRISPR Inversion of CTCF Sites Alters Genome Topology and 
Enhancer/Promoter Function. Cell 162(4):900–910. 

6. Nasmyth K (2001) Disseminating the genome: joining, resolving, and separating sister 
chromatids during mitosis and meiosis. Annu Rev Genet 35(1):673–745. 

7. Alipour E, Marko JF (2012) Self-organization of domain structures by DNA-loop-extruding 
enzymes. Nucleic Acids Res. doi:10.1093/nar/gks925. 

8. Fudenberg G, Imakaev M, Lu C, Goloborodko A (2015) Formation of chromosomal 
domains by loop extrusion. bioRxiv. doi:10.1101/024620. 

9. Smrek J, Grosberg AY (2013) A novel family of space-filling curves in their relation to 
chromosome conformation in eukaryotes. Physica A: Statistical Mechanics and its 
Applications 392(24):6375–6388. 

10. Halverson JD, Lee WB, Grest GS, Grosberg AY, Kremer K (2011) Molecular dynamics 
simulation study of nonconcatenated ring polymers in a melt. I. Statics. J Chem Phys 
134(20):204904. 

11. Yong E (2015) There’s a Mystery Machine That Sculpts the Human Genome. The 
Atlantic. Available at: http://www.theatlantic.com/science/archive/2015/10/theres-a-
mystery-machine-that-sculpts-the-human-genome/411199/ [Accessed January 23, 2016]. 

12. Park A (2015) Researchers Perform First Surgery on the Human Genome. Time. 
Available at: http://time.com/4078582/surgery-human-genome/ [Accessed January 23, 
2016]. 

	



Article

Disruptions of Topological Chromatin Domains
Cause Pathogenic Rewiring
of Gene-Enhancer Interactions
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SUMMARY

Mammalian genomes are organized into megabase-
scale topologically associated domains (TADs). We
demonstrate that disruption of TADs can rewire
long-range regulatory architecture and result in path-
ogenic phenotypes. We show that distinct human
limb malformations are caused by deletions, inver-
sions, or duplications altering the structure of the
TAD-spanningWNT6/IHH/EPHA4/PAX3 locus. Using
CRISPR/Cas genome editing, we generated mice
with corresponding rearrangements. Both in mouse
limb tissue and patient-derived fibroblasts, dis-
ease-relevant structural changes cause ectopic in-
teractions between promoters and non-coding
DNA, and a cluster of limb enhancers normally asso-
ciated with Epha4 is misplaced relative to TAD
boundaries and drives ectopic limb expression of
another gene in the locus. This rewiring occurred
only if the variant disrupted a CTCF-associated
boundary domain. Our results demonstrate the func-
tional importance of TADs for orchestrating gene
expression via genome architecture and indicate
criteria for predicting the pathogenicity of human
structural variants, particularly in non-coding regions
of the human genome.

INTRODUCTION

Approximately 5% of the human genome is structurally variable
in the normal population, which includes deletions and duplica-
tions (collectively referred to as copy number variants, CNVs),
as well as inversions, and translocations. Structural variations
have received considerable attention as a major cause for ge-
netic disease, promoting the search for CNVs as a standard
diagnostic procedure in conditions such as intellectual disability
and congenital malformations (Stankiewicz and Lupski, 2010;
Swaminathan et al., 2012). The pathogenicity of many CNVs
can be explained by their effect on gene dosage. In contrast, it
is difficult to predict the consequences of balanced rearrange-
ments, such as inversions, or the functional impact of CNVs
that are limited to non-coding DNA. Such variants have the po-
tential to disrupt the integrity of the genome, causing changes
in the regulatory architecture that lead to pathogenic alterations
of gene expression levels and patterns (Haraksingh and Snyder,
2013; Spielmann and Mundlos, 2013). However, the lack of a
comprehensive understanding of the large-scale functional or-
ganization of the regulatory genome is a major limitation in pre-
dicting their potential pathogenicity.
New methods for enhancer identification and analysis of

chromosome conformation have enabled substantial progress
toward elucidating genome-wide regulatory interactions. Chro-
matin immunoprecipitation sequencing (ChIP-seq) performed
directly on ex vivo tissues can reveal the location of distant-
acting tissue-specific enhancer sequences at genomic scale
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drivers such as PDGFRA by enhancers located outside the
normal PDGFRA TAD. This study also showed that the
inactivation of the TAD boundary is indeed DNA meth-
ylation dependent and leads to long-range interactions
between the PDGFRA gene and a constitutive enhancer
outside the TAD [36 ] (Figure 1).

In a separate study Ji et al. found that many diseases the
associated single nucleotide polymorphisms are often at
or near gene regulatory elements, but rarely at TAD
boundaries. In contrast, in cancer cells, TAD boundaries
and especially CTCF DNA binding motifs at these
boundaries are among the most altered factor binding
sequences [37 !]. Further, they found that CTCF sites
mutated in cancers are often adjacent to oncogenes and
other genes known to be altered in expression in cancer.
For example, in ovarian cancer, mutations in the CTCF
motif at the boundary of the TAD that contains the
NOTCH1 gene, lead to NOTCH1 misregulation, most
likely through inappropriate enhancer action that is
caused by TAD disruption [37 !].

A third example is provided by a very comprehensive
mutation analysis in colorectal cancers [38 ]. These
authors found that CTCF binding sites, especially those
that also bind cohesin, are the most frequently mutated
factor binding sites in these tumors. Although not shown

directly in this study, it seems likely that many of these
mutations lead to TAD disruption and associated mis-
communication between genes and distal regulatory ele-
ments.

Finally, deletions found near the TAL1 and LMO2
oncogenes in T-cell acute lymphoblastic leukemia (T-
ALL) eliminate TAD boundaries. The boundary dele-
tions result in the activation of the oncogenes by creating
new interactions between distal enhancers and oncogenes
[39 ].

Global rearrangements of TADs
TAD organization is remarkably conserved between spe-
cies [5,11]. This is probably at least in part related to the
observation that CTCF binding sites, and their orienta-
tion, are highly conserved across syntenic regions. Inter-
esting, when blocks do change genomic position across
species, TADs are often maintained, indicating that
large-scale domains are kept intact during genome evo-
lution. This indicates that there is evolutionary pressure
to conserve TAD related domains, as one would expect
when these domains represent domains of gene regula-
tion. Importantly, there is increasing evidence that in
cancer genomes, that often are characterized by major
intra-chromosomal and inter-chromosomal rearrange-
ments, TAD organization is often disrupted. In leukemia,
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Figure 1
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Activation of oncogene
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Oncogene activation through local TAD boundary disruption.
In 5C/Hi-C interaction matrices TADs stand out as triangles along the diagonal of the interaction map. Here we show schematic TADs as triangles
along the horizontal axis that represents the genome. Left: Before TAD boundary disruption, one TAD expresses a gene and the other TAD does
not express the oncogene. Right: After TAD boundary disruption, a new fused TAD is formed that allows the activation of the oncogene by the
enhancer that is now located in the same functional TAD. Enhancer is represented by a red dot. Genes are represented by green rectangles.
Boundaries with CTCF sites in opposite directions are represented by black arrows and the chromatin loop formed by the CTCF sites is
represented by a red rectangle at the corner of the TAD.
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Long-range gene regulation occurs within
Topologically Associating Domains (TADs)
Each cell expresses a specific subset of all genes. Accurate
regulation of gene expression is crucial for cell function
and identity and is in large part determined by cell type
specific gene regulatory elements such as enhancers and
insulators. Dysregulation, e.g. as the result of inappropri-
ate promoter-enhancer communication and genomic
alterations, leads to altered gene expression patterns.
Indeed, overexpression of oncogenes and downregulation
of tumor suppressor genes can lead to cancer.

Promoters are regulated by enhancers that can sometimes
be located hundreds of Kb from the start site of the gene.

Enhancers act by first associating with a set of specific
transcription factors that then engage through long-range
interactions with target promoters. Why a given enhancer
regulates one distal gene but not another has been puz-
zling for many years. Recent insights into the 3D folding
of chromosomes are now providing new insights into the
mechanisms that determine promoter-enhancer commu-
nication and how alterations in chromosome structure,
as recently detected in cancer cells, can lead to inappro-
priate gene expression including aberrant activation of
oncogenes.

Early studies using 3C, 4C, 5C and ChIA-PET showed
that enhancers can physically associate with their target
genes, through a process that either involves 3D looping,
or some sort of tracking to link the enhancer to the
promoter [1,2,3,4]. Although these studies showed that
physical contacts between regulatory elements that can
be located hundreds of Kb apart play key roles in gene
regulation, they did not reveal what guides or determines
these associations, and whether there is any specificity to
these looping contacts. Subsequent more comprehensive
5C and genome-wide Hi-C studies showed that mamma-
lian chromosomes are composed of a series of self-associ-
ating domains, often referred to as Topologically
Associating Domains (TADs) [5,6 ]. Recently very high
resolution Hi-C maps have shown that TADs are, at least
in part, looped domains with associations between pairs of
convergently positioned CTCF sites located at their
boundaries [7,8,9,10,11,12]. Further, TADs can be com-
posites of multiple nested CTCF-bounded self-interact-
ing domains. Finally, although on average the CTCF sites
flanking such domains interact relatively frequently with
each other, it has been proposed this is a side effect of
dynamic and randomly positioned loop extrusions that
occur within TADs, perhaps by cohesin complexes, and
that are blocked in a directional manner by CTCF-bound
sites [13!!,14!!,15].

Although the concept of self-interacting domains is now
well established [16 ], and in some cases a process of loop
extrusion that drives their formation is proposed, it is not
clear yet whether all TADs are equal and thus it remains
speculative to molecularly define a TAD. In this review,
we will call a TAD every domain that has preferential self-
interactions, e.g. as determined by Hi-C, and that is clearly
insulated from adjacent domains by boundaries. We will
call a TAD boundary the genomic locus that is in between
two adjacent TADs. This boundary could be formed by
two mechanisms. First, a boundary could be formed by the
binding of specific factors, e.g. CTCF. This appears to be
the case for many boundaries. Second, we anticipate that

Available online at www.sciencedirect.com
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TAD boundary  
disruption

genomic breakpoints tend to be in introns and in genomic
regions containing open chromatin [40]. Another study
showed that open chromatin associated histone marks can
facilitate DNA breakage and thus translocations [41].
These studies highlight the fact that rearrangements
happen at nonrandom positions and that TAD rearrange-
ments in cancer genome might occur at these specific
locations. In one study, Groschel and co-workers found
that an inversion on chromosome 3 that is a cause of AML
disrupts two TADs at the two inversion breakpoints [42 !].
One of these TADs contains the GATA2  gene, and the
other contains the EVI oncogene. As a result of the
inversion, an enhancer that normally is located in the
GATA2  TAD and activates that gene, is now located in
the EVI TAD and inappropriately activates this oncogene
(Figure 2 ).

Similar TAD rearrangements may explain how genomic
rearrangements that involve the MYC gene and the IGH
locus can bring together this oncogene with strong im-
munoglobulin enhancers within the same TAD [43].

GFI1B has been identified as a medulloblastoma onco-
gene. Genomic rearrangements that juxtapose DNA ele-
ments that are normally located at 400 Kb from the
GFI1B gene near its location might be responsible for
its activation. At the rearrangement breakpoint near the
GFI1B oncogene, increased enhancer signal has been
detected and these elements show enhancer activity in
luciferase reporter assays. These experiments suggest
that through rearrangements, putative enhancers are
placed near GFI1B and these can be responsible for its

activation [44]. Another study in Chronic Lymphocytic
Leukaemia (CLL) showed that an increased interaction
frequency between the PAX locus and a potential en-
hancer located in the telomere region 330 Kb away is
responsible for the overexpression of PAX5. Mutations in
the enhancer region decrease the PAX5 expression re-
storing the wild-type phenotype [45]. However, these two
last studies do not rule out that the identified enhancers
and the activated oncogenes are already in the same TAD
in normal cells.

Finally, another technique that simultaneously maps
enhancer activity and proximal rearrangements (PEAR-
ChIP) showed that in lymphoma cell lines, rearrange-
ments drive activation of oncogenes by bringing together
far away enhancers and oncogenes. The potential inter-
actions were confirmed with 3C [46 ], suggesting that
rearrangements have created new TADs where these
enhancers activate the oncogenes.

Future perspective
TADs are emerging as a major feature of chromosome
organization and gene regulation. Now that we are start-
ing to understand how these domains are formed and how
they regulate enhancer-promoter communication, we are
starting to appreciate how 3D folding defects can lead to
altered gene expression in disease. Given the increased
genome instability of cancer genomes, we can expect
TAD disruption to occur frequently in cancer, leading to
major changes in gene expression that possibly even drive
tumorigenesis. Further evidence that TAD formation and
regulation is important in cancer is the fact that mutations
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Figure 2

Enhancer

Promoter and gene

Breakpoint

Global rearrangement

Activation of oncogene
Current Opinion in Genetics & Development

Oncogene activation through global rearrangements of TADs.
Two TADs that are located several megabases away are represented as triangles (as in Figure 1). The first TAD possesses an enhancer and an
expressed gene. The second TAD does not express the proto-oncogene. Global rearrangements that occur at breakpoints (dashed black line) fuse
the two far away TADs by inverting the sequence in between the two TADs and create two chimeric TADs. The gene in the first TAD is no longer
expressed and the oncogene in the second TAD is now expressed by activation of the relocated enhancer. Enhancer is represented by a red dot
and genes by green rectangles.
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Long-range gene regulation occurs within
Topologically Associating Domains (TADs)
Each cell expresses a specific subset of all genes. Accurate
regulation of gene expression is crucial for cell function
and identity and is in large part determined by cell type
specific gene regulatory elements such as enhancers and
insulators. Dysregulation, e.g. as the result of inappropri-
ate promoter-enhancer communication and genomic
alterations, leads to altered gene expression patterns.
Indeed, overexpression of oncogenes and downregulation
of tumor suppressor genes can lead to cancer.

Promoters are regulated by enhancers that can sometimes
be located hundreds of Kb from the start site of the gene.

Enhancers act by first associating with a set of specific
transcription factors that then engage through long-range
interactions with target promoters. Why a given enhancer
regulates one distal gene but not another has been puz-
zling for many years. Recent insights into the 3D folding
of chromosomes are now providing new insights into the
mechanisms that determine promoter-enhancer commu-
nication and how alterations in chromosome structure,
as recently detected in cancer cells, can lead to inappro-
priate gene expression including aberrant activation of
oncogenes.

Early studies using 3C, 4C, 5C and ChIA-PET showed
that enhancers can physically associate with their target
genes, through a process that either involves 3D looping,
or some sort of tracking to link the enhancer to the
promoter [1,2,3,4]. Although these studies showed that
physical contacts between regulatory elements that can
be located hundreds of Kb apart play key roles in gene
regulation, they did not reveal what guides or determines
these associations, and whether there is any specificity to
these looping contacts. Subsequent more comprehensive
5C and genome-wide Hi-C studies showed that mamma-
lian chromosomes are composed of a series of self-associ-
ating domains, often referred to as Topologically
Associating Domains (TADs) [5,6 ]. Recently very high
resolution Hi-C maps have shown that TADs are, at least
in part, looped domains with associations between pairs of
convergently positioned CTCF sites located at their
boundaries [7,8,9,10,11,12]. Further, TADs can be com-
posites of multiple nested CTCF-bounded self-interact-
ing domains. Finally, although on average the CTCF sites
flanking such domains interact relatively frequently with
each other, it has been proposed this is a side effect of
dynamic and randomly positioned loop extrusions that
occur within TADs, perhaps by cohesin complexes, and
that are blocked in a directional manner by CTCF-bound
sites [13!!,14!!,15].

Although the concept of self-interacting domains is now
well established [16 ], and in some cases a process of loop
extrusion that drives their formation is proposed, it is not
clear yet whether all TADs are equal and thus it remains
speculative to molecularly define a TAD. In this review,
we will call a TAD every domain that has preferential self-
interactions, e.g. as determined by Hi-C, and that is clearly
insulated from adjacent domains by boundaries. We will
call a TAD boundary the genomic locus that is in between
two adjacent TADs. This boundary could be formed by
two mechanisms. First, a boundary could be formed by the
binding of specific factors, e.g. CTCF. This appears to be
the case for many boundaries. Second, we anticipate that
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Notably, TADs are barely visible in simulated single-cell con-
tactmaps (Figure 3B).Moreover, only a small fraction of contacts
on themap are directly mediated by LEFs. Consistently, polymer
conformations display high spatial overlap between adjacent
TADs, rather than appearing as segregated globules (Figure 3C;
Figure S3A). Indeed, in both simulated and experimental Hi-C
maps, there is only a !2-fold depletion of contacts between
neighboring TADs (Figure 2A; Figure S2C). Together, this dem-
onstrates how TADs emerge as a population-average feature.

Loop Extrusion Recapitulates Results of Experimental
TAD Boundary Deletions
Importantly, the mechanism of loop extrusion naturally recapitu-
lates the results of TAD boundary deletion experiments (Nora
et al., 2012). Upon the experimental deletion of a TAD boundary,
the TAD spreads to the next boundary; this indicates that pref-
erential interactions between loci in a TAD are not hard-wired
and that BEs play crucial roles. This behavior has been
confirmed with targeted disruption of CTCF-binding motifs at
TAD boundaries (Guo et al., 2015; Narendra et al., 2015; Sanborn
et al., 2015; de Wit et al., 2015). Consistently, in our model,
deletion of a BE leads to spreading of a TAD until the next BE
(Figure S1C).

TAD Corner-Peaks Are Not Permanent Loops
Many TADs appear to have peaks of interactions at their corners
in Hi-C data (!50%; Rao et al., 2014). Interestingly, we found that

TADs with and without peaks have similar P(s), suggesting a
similar underlying organizational mechanism, independent of
the corner peak (Figure S2C). In agreement, our model shows
that the mechanism of loop extrusion can produce both types
of TADs, as increasing LEF processivity naturally strengthens
peaks at TAD corners (Figures 2E and 2F; Figure S2A). Interest-
ingly, our simulations show that TADs with visibly strong peaks
do not require permanent contact between BEs, in agreement
with our analyses of Hi-C data (Figures S4F and S4G).
Our simulations, together with previous polymer studies of

chromatin loops (Benedetti et al., 2014; Doyle et al., 2014; Hof-
mann and Heermann, 2015), demonstrate that single stable
loops are incapable of producing TADs. As follows, we refrain
from directly identifying TAD corner peaks with loops. Indeed,
we found that stable loops between BEs provide some of the
worst fits to Hi-C data, with exceedingly strong corner peaks
and a lack of visible TADs (Figure 4; Figure S4D). This stands
in contrast with popular depictions of TADs as loops (Rao
et al., 2014). Instead, our model predicts that TADs with and
without corner peaks result from the collective activity of LEFs
in the region between BEs.

TADs Require Long-Range Insulation
Importantly, insulation between neighboring TADs in our model
does not arise from direct physical blocking of interactions by
BEs. Instead, our model relies on the ability of BEs to regulate
the translocation of LEFs. LEFs allow for insulation to be
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Figure 2. Quantitative Analysis of Loop Extrusion
(A) Experimental P(s) (shaded areas) versus simulated P(s) for the 100 best fitting parameter sets (lines, one per parameter set) within TADs (purple) and between

TADs (green). Experimental P(s) calculated from 2-kb contact maps and normalized to one at 4 kb; shaded area shows 10th and 90th percentiles at each genomic

distance. Simulated P(s) shown with vertical offsets from fitting (Experimental Procedures).

(B)Goodness of fit versus LEFprocessivity and separation for the100best fitting parameter sets (from6,912 total parameter sets; DataS1).Circled areas represent

the number of parameter sets among the top 100, while color quantifies the best fit at each processivity-separation pair; a value of 1 indicates a perfect fit.

(C–F) Simulated contact maps for the indicated processivity-separation pairs.
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Notably, TADs are barely visible in simulated single-cell con-
tactmaps (Figure 3B).Moreover, only a small fraction of contacts
on themap are directly mediated by LEFs. Consistently, polymer
conformations display high spatial overlap between adjacent
TADs, rather than appearing as segregated globules (Figure 3C;
Figure S3A). Indeed, in both simulated and experimental Hi-C
maps, there is only a !2-fold depletion of contacts between
neighboring TADs (Figure 2A; Figure S2C). Together, this dem-
onstrates how TADs emerge as a population-average feature.

Loop Extrusion Recapitulates Results of Experimental
TAD Boundary Deletions
Importantly, the mechanism of loop extrusion naturally recapitu-
lates the results of TAD boundary deletion experiments (Nora
et al., 2012). Upon the experimental deletion of a TAD boundary,
the TAD spreads to the next boundary; this indicates that pref-
erential interactions between loci in a TAD are not hard-wired
and that BEs play crucial roles. This behavior has been
confirmed with targeted disruption of CTCF-binding motifs at
TAD boundaries (Guo et al., 2015; Narendra et al., 2015; Sanborn
et al., 2015; de Wit et al., 2015). Consistently, in our model,
deletion of a BE leads to spreading of a TAD until the next BE
(Figure S1C).

TAD Corner-Peaks Are Not Permanent Loops
Many TADs appear to have peaks of interactions at their corners
in Hi-C data (!50%; Rao et al., 2014). Interestingly, we found that

TADs with and without peaks have similar P(s), suggesting a
similar underlying organizational mechanism, independent of
the corner peak (Figure S2C). In agreement, our model shows
that the mechanism of loop extrusion can produce both types
of TADs, as increasing LEF processivity naturally strengthens
peaks at TAD corners (Figures 2E and 2F; Figure S2A). Interest-
ingly, our simulations show that TADs with visibly strong peaks
do not require permanent contact between BEs, in agreement
with our analyses of Hi-C data (Figures S4F and S4G).
Our simulations, together with previous polymer studies of

chromatin loops (Benedetti et al., 2014; Doyle et al., 2014; Hof-
mann and Heermann, 2015), demonstrate that single stable
loops are incapable of producing TADs. As follows, we refrain
from directly identifying TAD corner peaks with loops. Indeed,
we found that stable loops between BEs provide some of the
worst fits to Hi-C data, with exceedingly strong corner peaks
and a lack of visible TADs (Figure 4; Figure S4D). This stands
in contrast with popular depictions of TADs as loops (Rao
et al., 2014). Instead, our model predicts that TADs with and
without corner peaks result from the collective activity of LEFs
in the region between BEs.

TADs Require Long-Range Insulation
Importantly, insulation between neighboring TADs in our model
does not arise from direct physical blocking of interactions by
BEs. Instead, our model relies on the ability of BEs to regulate
the translocation of LEFs. LEFs allow for insulation to be
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Figure 2. Quantitative Analysis of Loop Extrusion
(A) Experimental P(s) (shaded areas) versus simulated P(s) for the 100 best fitting parameter sets (lines, one per parameter set) within TADs (purple) and between

TADs (green). Experimental P(s) calculated from 2-kb contact maps and normalized to one at 4 kb; shaded area shows 10th and 90th percentiles at each genomic

distance. Simulated P(s) shown with vertical offsets from fitting (Experimental Procedures).

(B)Goodness of fit versus LEFprocessivity and separation for the100best fitting parameter sets (from6,912 total parameter sets; DataS1).Circled areas represent

the number of parameter sets among the top 100, while color quantifies the best fit at each processivity-separation pair; a value of 1 indicates a perfect fit.

(C–F) Simulated contact maps for the indicated processivity-separation pairs.
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Loop extrusion => TADs, flames, dots, grids etc
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Fig 6. CTCF as an orientation-dependent boundary element. 
a. Loop extrusion and an orientation-dependent boundary function of bound CTCF elements can 
lead to enrichment of inward-oriented CTCF sites at TAD boundaries, even over large genomic 
distances (see fig. S14). 
b. Accumulation of LEFs at BEs for simulations with processivity 120kb and separation 120kb.   
c. Distributions of CTCF, Smc3, and Rad21 ChIP-seq peak summits in the vicinity of the 4000 
strongest CTCF binding peaks with a detected CTCF motif instance in GM12878. The peak 
summits are oriented relative to the center of the nearest CTCF motif instance. All motif instances 
are oriented in the same direction, depicted by the blue arrow. 
d. Same, but for the weakest 4000 motif-associated CTCF binding sites. 
e. Asymmetry in ChIP-seq peaks of ENCODE factors around the strongest 4000 CTCF ChIP peaks 
with a detected CTCF motif instance. Each dot represents a GM12878 ChIP-seq track. The y-axis 
shows the number of peaks of a factor found within +/- 200 bp of a CTCF motif instance. The x-axis 
shows the difference between the number of factors found on the right of the center of the motif and 
on the left, i.e. asymmetry of the factor relative to a CTCF motif. CTCF in blue, Smc3 in magenta, 
Rad21 in orange, ZNF143 in dark grey, YY1 in green, other factors in light grey. 
f. Same, but for the weakest 4000 motif-associated CTCF ChIP peaks. 
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SUMMARY

We use in situ Hi-C to probe the 3D architecture of
genomes, constructing haploid and diploid maps of
nine cell types. The densest, in human lymphoblas-
toid cells, contains 4.9 billion contacts, achieving 1
kb resolution. We find that genomes are partitioned
into contact domains (median length, 185 kb), which
are associated with distinct patterns of histone
marks and segregate into six subcompartments.
We identify !10,000 loops. These loops frequently
link promoters and enhancers, correlate with gene
activation, and show conservation across cell types
and species. Loop anchors typically occur at domain
boundaries and bind CTCF. CTCF sites at loop an-
chors occur predominantly (>90%) in a convergent
orientation, with the asymmetric motifs ‘‘facing’’
one another. The inactive X chromosome splits into
two massive domains and contains large loops
anchored at CTCF-binding repeats.

INTRODUCTION

The spatial organization of the human genome is known to play
an important role in the transcriptional control of genes (Cremer
and Cremer, 2001; Sexton et al., 2007; Bickmore, 2013). Yet
important questions remain, like how distal regulatory elements,
such as enhancers, affect promoters, and how insulators can
abrogate these effects (Banerji et al., 1981; Blackwood and
Kadonaga, 1998; Gaszner and Felsenfeld, 2006). Both phenom-
ena are thought to involve the formation of protein-mediated
‘‘loops’’ that bring pairs of genomic sites that lie far apart along
the linear genome into proximity (Schleif, 1992).

Various methods have emerged to assess the 3D architecture
of the nucleus. In one seminal study, the binding of a protein to
sites at opposite ends of a restriction fragment created a loop,
which was detectable because it promoted the formation of
DNA circles in the presence of ligase. Removal of the protein
or either of its binding sites disrupted the loop, eliminating this
‘‘cyclization enhancement’’ (Mukherjee et al., 1988). Subsequent
adaptations of cyclization enhancement made it possible to
analyze chromatin folding in vivo, including nuclear ligation
assay (Cullen et al., 1993) and chromosome conformation
capture (Dekker et al., 2002), which analyze contacts made by
a single locus, extensions such as 5C for examining several
loci simultaneously (Dostie et al., 2006), and methods such as
ChIA-PET for examining all loci bound by a specific protein (Full-
wood et al., 2009).
To interrogate all loci at once, we developed Hi-C, which com-

bines DNA proximity ligation with high-throughput sequencing in
a genome-wide fashion (Lieberman-Aiden et al., 2009). We used
Hi-C to demonstrate that the genome is partitioned into nu-
merous domains that fall into two distinct compartments. Subse-
quent analyses have suggested the presence of smaller domains
and have led to the important proposal that compartments are
partitioned into condensed structures !1 Mb in size, dubbed
‘‘topologically associated domains’’ (TADs) (Dixon et al., 2012;
Nora et al., 2012). In principle, Hi-C could also be used to
detect loops across the entire genome. To achieve this, how-
ever, extremely large data sets and rigorous computational
methods are needed. Recent efforts have suggested that this
is an increasingly plausible goal (Sexton et al., 2012; Jin et al.,
2013).
Here, we report the results of an effort to comprehensively

map chromatin contacts genome-wide, using in situ Hi-C, in
which DNA-DNA proximity ligation is performed in intact nuclei.
The protocol facilitates the generation of much denser Hi-C
maps. The maps reported here comprise over 5 Tb of sequence
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The spatial organization of chromosomes is of paramount 
importance to cell biology. Members of the SMC family of 
protein complexes, including condensin, cohesin, and the 
Smc5/6 complex, play vital roles in restructuring genomes 
during the cellular life cycle (1–3). The principles by which 
SMC complexes achieve these fundamental tasks are still 
incompletely understood. Models based on random cross-
linking of DNA by pairwise interactions or conformational 
changes in the DNA superhelicity have been proposed (4, 5). 
An alternative hypothesis suggested that SMC protein com-
plexes bind to small loops in the genome to then processive-
ly enlarge them (6). More recently, the idea emerged that 
condensin can start and subsequently extrude DNA loops, 
which would elegantly explain how condensin mediates the 
formation of mitotic chromosomes structures observed in 
electron micrographs and deduced from Hi-C experiments 
(7, 8). Indeed, polymer simulations showed that loop extru-
sion can, in principle, result in the efficient disentanglement 
and compaction of chromatin fibers (9–11). The recent dis-
covery that condensin exhibits DNA translocase activity (12) 
was consistent with, but did not provide conclusive evidence 
for (13), DNA loop extrusion. 

In this Report, we visualize the formation of DNA loops 
by the Saccharomyces cerevisiae condensin complex in real 
time (Fig. 1A). We tethered both ends of a double-stranded 
48.5-kilobase pair (kbp) Ȝ-DNA molecule to a passivated 
surface (14, 15), using flow to adjust the DNA end-to-end 
length to a distance much shorter than its contour length 
(Fig. 1B). We then imaged DNA after staining with Sytox 
Orange (SxO; Fig. 1C and movie S1). Upon flushing in 1 nM 
of condensin (12) and 5 mM of adenosine triphosphate 

(ATP), we observed the accumulation of fluorescence densi-
ty at one spot along the length of the DNA (Fig. 1, D and E, 
fig. S1, and movie S2). This finding shows that condensin 
induces local compaction of DNA. 

To visualize the compacted DNA structures in the imag-
ing plane of the microscope, we applied flow at a large angle 
with respect to the double-tethered DNA. This revealed that 
the bright spots were made up of extended pieces of DNA, 
consistent with single large DNA loops (Fig. 1, F and G, fig. 
S2, and movie S3). Importantly, we observed no DNA loop 
formation by wild-type condensin in the absence of either 
ATP or Mg2+, when we replaced ATP by the non-
hydrolyzable analogs ATPJS or AMPPNP, or when we used a 
mutant condensin that is unable to bind ATP. Condensin 
hence creates DNA loops in a strictly ATP-hydrolysis-
dependent manner, either by gradually extruding DNA or by 
randomly grabbing and linking two DNA loci. 

To distinguish between these two possibilities, we moni-
tored the looping process by real-time imaging of the DNA 
while applying constant flow. This revealed the gradual ap-
pearance of an initially weak increase in fluorescence inten-
sity at a local spot that grew into an extended loop over time 
(Fig. 2A, fig. S3, and movies S4 and S5), providing direct 
visual evidence of loop extrusion and ruling out the random 
cross-linking model. The extruded loops were in general 
stable (fig. S4), but occasionally disrupted spontaneously in 
a single step (Fig. 2A and movie S6). Such a single-step dis-
ruption suggests that the DNA loop had been extruded by a 
single condensin unit that spontaneously let go of the loop, 
instead of a multi-step relaxation of the loop due to multiple 
units. 

Real-time imaging of DNA loop extrusion by condensin 
Mahipal Ganji,1 Indra A. Shaltiel,2* Shveta Bisht,2* Eugene Kim,1 Ana Kalichava,1        
Christian H. Haering,2† Cees Dekker1† 
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It has been hypothesized that Structural Maintenance of Chromosomes (SMC) protein complexes such as 
condensin and cohesin spatially organize chromosomes by extruding DNA into large loops. Here, we 
provide unambiguous evidence for loop extrusion by directly visualizing the formation and processive 
extension of DNA loops by yeast condensin in real-time. We find that a single condensin complex is able to 
extrude tens of kilobase pairs of DNA at a force-dependent speed of up to 1,500 base pairs per second, 
using the energy of ATP hydrolysis. Condensin-induced loop extrusion is strictly asymmetric, which 
demonstrates that condensin anchors onto DNA and reels it in from only one side. Active DNA loop 
extrusion by SMC complexes may provide the universal unifying principle for genome organization. 
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the bright spots were made up of extended pieces of DNA, 
consistent with single large DNA loops (Fig. 1, F and G, fig. 
S2, and movie S3). Importantly, we observed no DNA loop 
formation by wild-type condensin in the absence of either 
ATP or Mg2+, when we replaced ATP by the non-
hydrolyzable analogs ATPJS or AMPPNP, or when we used a 
mutant condensin that is unable to bind ATP. Condensin 
hence creates DNA loops in a strictly ATP-hydrolysis-
dependent manner, either by gradually extruding DNA or by 
randomly grabbing and linking two DNA loci. 

To distinguish between these two possibilities, we moni-
tored the looping process by real-time imaging of the DNA 
while applying constant flow. This revealed the gradual ap-
pearance of an initially weak increase in fluorescence inten-
sity at a local spot that grew into an extended loop over time 
(Fig. 2A, fig. S3, and movies S4 and S5), providing direct 
visual evidence of loop extrusion and ruling out the random 
cross-linking model. The extruded loops were in general 
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Chromosome Compaction by Active Loop Extrusion

Anton Goloborodko,1 John F. Marko,2 and Leonid A. Mirny1,3 ,*
1Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts; 2Department of Molecular Biosciences and
Department of Physics and Astronomy, Northwestern University, Evanston, Illinois; and 3 Institute for Medical Engineering & Science,
Massachusetts Institute of Technology, Cambridge, Massachusetts

ABSTRACT During cell division, chromosomes are compacted in length by more than a 100-fold. A wide range of experiments
demonstrated that in their compacted state, mammalian chromosomes form arrays of closely stacked consecutive ~100 kb
loops. The mechanism underlying the active process of chromosome compaction into a stack of loops is unknown. Here we
test the hypothesis that chromosomes are compacted by enzymatic machines that actively extrude chromatin loops. When
such loop-extruding factors (LEF) bind to chromosomes, they progressively bridge sites that are further away along the chro-
mosome, thus extruding a loop. We demonstrate that collective action of LEFs leads to formation of a dynamic array of consec-
utive loops. Simulations and an analytically solved model identify two distinct steady states: a sparse state, where loops are
highly dynamic but provide little compaction; and a dense state, where there are more stable loops and dramatic chromosome
compaction. We find that human chromosomes operate at the border of the dense steady state. Our analysis also shows how
the macroscopic characteristics of the loop array are determined by the microscopic properties of LEFs and their abundance.
When the number of LEFs are used that match experimentally based estimates, the model can quantitatively reproduce the
average loop length, the degree of compaction, and the general loop-array morphology of compact human chromosomes.
Our study demonstrates that efficient chromosome compaction can be achieved solely by an active loop-extrusion process.

INTRODUCTION

During cell division, interphase human chromosomes are
compacted in length bymore than a 100-fold into the cylindri-
cal, parallel-chromatid metaphase state. Several lines of
evidence suggest that this compaction is achieved via forma-
tion of loops along chromosomes (1,2). First, chromatin loops
have long been observed via electron microscopy (2–4).
These observations served as a basis for the radial-loop
models of the mitotic chromosome (4) and are consistent
with optical imaging data (5 ). Second, theoretical studies
showed that compaction into an array of closely stacked loops
could explain the observed shape, the mechanical properties,
and the degree of compaction of mitotic chromosomes (6–8 ).
More recently, the general picture of mitotic chromosomes as
a series of closely packed chromatin loops was supported by
Hi-C experiments, which measured the frequency of physical
contacts within chromosomes (9 ). The same study indepen-
dently confirmed the ~100 kb length of the chromatin loops.

The mechanism underlying compaction of chromosomes
into a stack of loops is unknown. Several lines of evidence

suggest that this compaction cannot be achieved by simple
mechanisms of chromatin condensation, e.g., poor solvent
conditions, or nonspecific chromatin cross-linker proteins.
First, the loops are formed overwhelmingly within individ-
ual chromatids. Different chromosomes and sister chro-
matids are not extensively cross linked to each other as
would tend to happen during nonspecific condensation,
but instead become individualized during the compaction
process. Second, loops are arranged in essentially genomic
order and are nonoverlapping (9 ), without the strong overlap
of loops that would be expected from nonspecific cross
linking. Finally, metaphase chromosomes compact into
elongated structures with a linear arrangement of loops
along the main axis. A cross-linking agent would generate
surface tension and shrink chromosomes into spherical
globules with a random spatial arrangement within a globule
(6,10,11). In fact, the term ‘‘condensation’’, which generally
refers to the effects of chemical interactions driving phase
separation and surface tension, is inappropriate for descrip-
tion of mitotic chromosome compaction where neither ef-
fect occurs. Chromatin is clearly being actively compacted
during mitosis.

An alternative hypothesis is that chromosomes are com-
pactedbyenzymaticmachines that actively extrude chromatin
loops (12,13 ). When these enzymes bind to chromosomes,
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Compaction and segregation of sister
chromatids via active loop extrusion
Anton Goloborodko1, Maxim V Imakaev1, John F Marko2,4, Leonid Mirny1,3*

1Department of Physics, Massachusetts Institute of Technology, Cambridge, United
States; 2Department of Molecular Biosciences, Northwestern University, Evanston,
United States; 3Institute for Medical Engineering and Science, Massachusetts
Institute of Technology, Cambridge, United States; 4Department of Physics and
Astronomy, Northwestern University, Evanston, United States

Abstract The mechanism by which chromatids and chromosomes are segregated during mitosis
and meiosis is a major puzzle of biology and biophysics. Using polymer simulations of chromosome
dynamics, we show that a single mechanism of loop extrusion by condensins can robustly compact,
segregate and disentangle chromosomes, arriving at individualized chromatids with morphology
observed in vivo. Our model resolves the paradox of topological simplification concomitant with
chromosome ’condensation’, and explains how enzymes a few nanometers in size are able to
control chromosome geometry and topology at micron length scales. We suggest that loop
extrusion is a universal mechanism of genome folding that mediates functional interactions during
interphase and compacts chromosomes during mitosis.
DOI: 10.7554/eLife.14864.001

Introduction
The mechanism whereby eukaryote chromosomes are compacted and concomitantly segregated
from one another remains poorly understood. A number of aspects of this process are remarkable.
First, the chromosomes are condensed into elongated structures that maintain the linear order, i.e.
the order of genomic elements in the elongated chromosome resembles their order along the
genome (Trask et al., 1993). Second, the compaction machinery is able to distinguish different chro-
mosomes and chromatids, preferentially forming intra-chromatid cross-links: if this were not the
case, segregation would not occur (Nasmyth, 2001). Third, the process of compaction is coincident
with segregation of sister chromatids, i.e. formation of two separate chromosomal bodies. Finally,
originally intertwined sister chromatids become topologically disentangled, which is surprising, given
the general tendency of polymers to become more intertwined as they are concentrated
(Marko, 2011).

None of these features cannot be produced by indiscriminate cross-linking of chromosomes
(Marko and Siggia, 1997), which suggests that a novel mechanism of polymer compaction must
occur, namely ’lengthwise compaction’ (Marko, 2009; 2011; Marko and Rippe, 2011), which per-
mits each chromatid to be compacted while avoiding sticking of separate chromatids together. Cell-
biological studies suggest that topoisomerase II and condensin are essential for metaphase chromo-
some compaction (Hirano and Mitchison, 1993; 1994; Wood and Earnshaw, 1990; Hirano, 1995),
leading to the hypothesis that mitotic compaction-segregation relies on the interplay between the
activities of these two protein complexes. Final structures of mitotic chromosomes were shown to
consist arrays of consecutive loops (Paulson and Laemmli, 1977; Earnshaw and Laemmli, 1983;
Naumova et al., 2013). Formation of such arrays would naturally results in lengthwise chromosome
compaction.
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PROBLEM 2: how can chromosome condense while 
acquiring elongated morphology and linear order?

✔ ❌
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chromosome condensation
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Abstract The mechanism by which chromatids and chromosomes are segregated during mitosis
and meiosis is a major puzzle of biology and biophysics. Using polymer simulations of chromosome
dynamics, we show that a single mechanism of loop extrusion by condensins can robustly compact,
segregate and disentangle chromosomes, arriving at individualized chromatids with morphology
observed in vivo. Our model resolves the paradox of topological simplification concomitant with
chromosome ’condensation’, and explains how enzymes a few nanometers in size are able to
control chromosome geometry and topology at micron length scales. We suggest that loop
extrusion is a universal mechanism of genome folding that mediates functional interactions during
interphase and compacts chromosomes during mitosis.
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Introduction
The mechanism whereby eukaryote chromosomes are compacted and concomitantly segregated
from one another remains poorly understood. A number of aspects of this process are remarkable.
First, the chromosomes are condensed into elongated structures that maintain the linear order, i.e.
the order of genomic elements in the elongated chromosome resembles their order along the
genome (Trask et al., 1993). Second, the compaction machinery is able to distinguish different chro-
mosomes and chromatids, preferentially forming intra-chromatid cross-links: if this were not the
case, segregation would not occur (Nasmyth, 2001). Third, the process of compaction is coincident
with segregation of sister chromatids, i.e. formation of two separate chromosomal bodies. Finally,
originally intertwined sister chromatids become topologically disentangled, which is surprising, given
the general tendency of polymers to become more intertwined as they are concentrated
(Marko, 2011).

None of these features cannot be produced by indiscriminate cross-linking of chromosomes
(Marko and Siggia, 1997), which suggests that a novel mechanism of polymer compaction must
occur, namely ’lengthwise compaction’ (Marko, 2009; 2011; Marko and Rippe, 2011), which per-
mits each chromatid to be compacted while avoiding sticking of separate chromatids together. Cell-
biological studies suggest that topoisomerase II and condensin are essential for metaphase chromo-
some compaction (Hirano and Mitchison, 1993; 1994; Wood and Earnshaw, 1990; Hirano, 1995),
leading to the hypothesis that mitotic compaction-segregation relies on the interplay between the
activities of these two protein complexes. Final structures of mitotic chromosomes were shown to
consist arrays of consecutive loops (Paulson and Laemmli, 1977; Earnshaw and Laemmli, 1983;
Naumova et al., 2013). Formation of such arrays would naturally results in lengthwise chromosome
compaction.
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Abstract The mechanism by which chromatids and chromosomes are segregated during mitosis
and meiosis is a major puzzle of biology and biophysics. Using polymer simulations of chromosome
dynamics, we show that a single mechanism of loop extrusion by condensins can robustly compact,
segregate and disentangle chromosomes, arriving at individualized chromatids with morphology
observed in vivo. Our model resolves the paradox of topological simplification concomitant with
chromosome ’condensation’, and explains how enzymes a few nanometers in size are able to
control chromosome geometry and topology at micron length scales. We suggest that loop
extrusion is a universal mechanism of genome folding that mediates functional interactions during
interphase and compacts chromosomes during mitosis.
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Introduction
The mechanism whereby eukaryote chromosomes are compacted and concomitantly segregated
from one another remains poorly understood. A number of aspects of this process are remarkable.
First, the chromosomes are condensed into elongated structures that maintain the linear order, i.e.
the order of genomic elements in the elongated chromosome resembles their order along the
genome (Trask et al., 1993). Second, the compaction machinery is able to distinguish different chro-
mosomes and chromatids, preferentially forming intra-chromatid cross-links: if this were not the
case, segregation would not occur (Nasmyth, 2001). Third, the process of compaction is coincident
with segregation of sister chromatids, i.e. formation of two separate chromosomal bodies. Finally,
originally intertwined sister chromatids become topologically disentangled, which is surprising, given
the general tendency of polymers to become more intertwined as they are concentrated
(Marko, 2011).

None of these features cannot be produced by indiscriminate cross-linking of chromosomes
(Marko and Siggia, 1997), which suggests that a novel mechanism of polymer compaction must
occur, namely ’lengthwise compaction’ (Marko, 2009; 2011; Marko and Rippe, 2011), which per-
mits each chromatid to be compacted while avoiding sticking of separate chromatids together. Cell-
biological studies suggest that topoisomerase II and condensin are essential for metaphase chromo-
some compaction (Hirano and Mitchison, 1993; 1994; Wood and Earnshaw, 1990; Hirano, 1995),
leading to the hypothesis that mitotic compaction-segregation relies on the interplay between the
activities of these two protein complexes. Final structures of mitotic chromosomes were shown to
consist arrays of consecutive loops (Paulson and Laemmli, 1977; Earnshaw and Laemmli, 1983;
Naumova et al., 2013). Formation of such arrays would naturally results in lengthwise chromosome
compaction.
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PROBLEM 3: how can two sister chromatids 
condense separately, i.e. segregate and disentangle

✔ ❌
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Abstract The mechanism by which chromatids and chromosomes are segregated during mitosis
and meiosis is a major puzzle of biology and biophysics. Using polymer simulations of chromosome
dynamics, we show that a single mechanism of loop extrusion by condensins can robustly compact,
segregate and disentangle chromosomes, arriving at individualized chromatids with morphology
observed in vivo. Our model resolves the paradox of topological simplification concomitant with
chromosome ’condensation’, and explains how enzymes a few nanometers in size are able to
control chromosome geometry and topology at micron length scales. We suggest that loop
extrusion is a universal mechanism of genome folding that mediates functional interactions during
interphase and compacts chromosomes during mitosis.
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Introduction
The mechanism whereby eukaryote chromosomes are compacted and concomitantly segregated
from one another remains poorly understood. A number of aspects of this process are remarkable.
First, the chromosomes are condensed into elongated structures that maintain the linear order, i.e.
the order of genomic elements in the elongated chromosome resembles their order along the
genome (Trask et al., 1993). Second, the compaction machinery is able to distinguish different chro-
mosomes and chromatids, preferentially forming intra-chromatid cross-links: if this were not the
case, segregation would not occur (Nasmyth, 2001). Third, the process of compaction is coincident
with segregation of sister chromatids, i.e. formation of two separate chromosomal bodies. Finally,
originally intertwined sister chromatids become topologically disentangled, which is surprising, given
the general tendency of polymers to become more intertwined as they are concentrated
(Marko, 2011).

None of these features cannot be produced by indiscriminate cross-linking of chromosomes
(Marko and Siggia, 1997), which suggests that a novel mechanism of polymer compaction must
occur, namely ’lengthwise compaction’ (Marko, 2009; 2011; Marko and Rippe, 2011), which per-
mits each chromatid to be compacted while avoiding sticking of separate chromatids together. Cell-
biological studies suggest that topoisomerase II and condensin are essential for metaphase chromo-
some compaction (Hirano and Mitchison, 1993; 1994; Wood and Earnshaw, 1990; Hirano, 1995),
leading to the hypothesis that mitotic compaction-segregation relies on the interplay between the
activities of these two protein complexes. Final structures of mitotic chromosomes were shown to
consist arrays of consecutive loops (Paulson and Laemmli, 1977; Earnshaw and Laemmli, 1983;
Naumova et al., 2013). Formation of such arrays would naturally results in lengthwise chromosome
compaction.
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Abstract The mechanism by which chromatids and chromosomes are segregated during mitosis
and meiosis is a major puzzle of biology and biophysics. Using polymer simulations of chromosome
dynamics, we show that a single mechanism of loop extrusion by condensins can robustly compact,
segregate and disentangle chromosomes, arriving at individualized chromatids with morphology
observed in vivo. Our model resolves the paradox of topological simplification concomitant with
chromosome ’condensation’, and explains how enzymes a few nanometers in size are able to
control chromosome geometry and topology at micron length scales. We suggest that loop
extrusion is a universal mechanism of genome folding that mediates functional interactions during
interphase and compacts chromosomes during mitosis.
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Introduction
The mechanism whereby eukaryote chromosomes are compacted and concomitantly segregated
from one another remains poorly understood. A number of aspects of this process are remarkable.
First, the chromosomes are condensed into elongated structures that maintain the linear order, i.e.
the order of genomic elements in the elongated chromosome resembles their order along the
genome (Trask et al., 1993). Second, the compaction machinery is able to distinguish different chro-
mosomes and chromatids, preferentially forming intra-chromatid cross-links: if this were not the
case, segregation would not occur (Nasmyth, 2001). Third, the process of compaction is coincident
with segregation of sister chromatids, i.e. formation of two separate chromosomal bodies. Finally,
originally intertwined sister chromatids become topologically disentangled, which is surprising, given
the general tendency of polymers to become more intertwined as they are concentrated
(Marko, 2011).

None of these features cannot be produced by indiscriminate cross-linking of chromosomes
(Marko and Siggia, 1997), which suggests that a novel mechanism of polymer compaction must
occur, namely ’lengthwise compaction’ (Marko, 2009; 2011; Marko and Rippe, 2011), which per-
mits each chromatid to be compacted while avoiding sticking of separate chromatids together. Cell-
biological studies suggest that topoisomerase II and condensin are essential for metaphase chromo-
some compaction (Hirano and Mitchison, 1993; 1994; Wood and Earnshaw, 1990; Hirano, 1995),
leading to the hypothesis that mitotic compaction-segregation relies on the interplay between the
activities of these two protein complexes. Final structures of mitotic chromosomes were shown to
consist arrays of consecutive loops (Paulson and Laemmli, 1977; Earnshaw and Laemmli, 1983;
Naumova et al., 2013). Formation of such arrays would naturally results in lengthwise chromosome
compaction.
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Model: metaphase

constant. For t = 30 min, the best agreement
was achieved for a relatively narrow internal
spiral staircase–like scaffold (width R = 30 to
60 nm) (Fig. 3, F and G). This spiral is much
narrower than the ~300-nm diameter of the
chromatid and has a small pitch (height of one
turn: 100 to 200 nm) (Fig. 3H). This spiral

arrangement of loop bases can achieve helical
winding of loops that reproduces the second
diagonal in the interactionmaps and the peak on
the P(s) curves for t = 15, 30, and 60 min (Fig. 3,
F to H). Wider spiraling of the scaffold (Fig. 3G,
III) approximating external helix architectures
(50) failed to accurately reproduce P(s) (fig. S14C).

Further support for a centrally located spiraling
scaffold is provided by analysis of chromosome
shape and SMC2-mAID–GFP, CAP-H–mAID–GFP,
or CAP-H2–mAID–GFP localization along mitotic
chromosomes from colchicine-arrested and ana-
phase DT40 cells (mAID, minimal auxin-inducible
degron domain; GFP, green fluorescent protein)
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Fig. 3. Helical organization of prometaphase chromosomes. (A) Genome-
wide curves of contact frequency P(s) versus genomic distance (separation, s),
normalized to unity at s = 100 kb.The curves are derived from Hi-C data
obtained from prometaphase cells (t = 10 to 60 min after release from G2

arrest). The dashed line indicates P(s) = s−0.5. Arrows indicate positions of a
local peak in P(s) representing the second diagonal band observed in Hi-C
interactionmaps. (B) Coarse-grainedmodel of prometaphase chromosomes
with staircase loop arrangement. (Left, top) The staircase loop arrangement
implies that loops rotate in genomic order around a central scaffold
(supplementary materials). (Left, bottom) Angles of adjacent loops are
correlated and steadily increasing, reflecting a helical arrangement of loops.
(Right) This helical arrangement can be observed as gyres by DNA staining,
and a helical scaffold can be observed in cells expressing GFP-tagged
condensins. (C) Best-fitting P(s) predictions by the staircase coarse-grained
model for late prometaphase t = 30 min (left panel) and t = 60 min (right
panel) after release from G2 arrest (Hi-C data: colored lines; model; gray
lines). (D) Polymer model of prometaphase chromosomes. Chromosomes
are modeled as arrays of consecutive nested loops with a helical scaffold
(outer loops in red; inner loops in blue; also indicated diagrammatically at
bottom right). (E) Goodness of fit for simulated versus experimental P(s).

Polymer simulations were performed with varying the helix height (nano-
meters), the size of a helical turn (megabases), and the sizes of the inner and
outer loops. P(s) was calculated for each simulation.The heat maps show
the quality of the best match between the predicted and experimental P(s) at
prometaphase (t=30min),when two out of four parameters were fixed to the
specified values. (F) P(s) derived from prometaphase Hi-C experiments
(colored lines) and the best-fitting polymer models (gray lines). (Left) t =
30 min; (right) t = 60 min after release from G2 arrest.The average size of
outer and inner loops, length of a helix turn, and helical pitch are indicated.
(G) Parameters of the helical scaffolds from the best-fitting polymer
models. x axis: ratio of the radius of the helical scaffold to that of the whole
chromatid; y axis: ratio of the pitch to the helix radius.The dashed lines show
the corresponding values (0.46 and 2.5122) for the optimal space-filling
helix (84). Classical solenoid configurations are predicted to be in sector III,
whereas the spiraling staircase configurations are in I and II. On the right,
three examples ofmodels of type I, II, and III are shownwith loops bases in red
and several individual loops rendered in different colors. Also shown is a
schematic of a prometaphase chromosome with the helical winding of loops
indicated by an arrow around the loop array. (H) Parameters of the best three
models of prometaphase chromosomes at different time points.
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Fig. 3. Helical organization of prometaphase chromosomes. (A) Genome-
wide curves of contact frequency P(s) versus genomic distance (separation, s),
normalized to unity at s = 100 kb.The curves are derived from Hi-C data
obtained from prometaphase cells (t = 10 to 60 min after release from G2

arrest). The dashed line indicates P(s) = s−0.5. Arrows indicate positions of a
local peak in P(s) representing the second diagonal band observed in Hi-C
interactionmaps. (B) Coarse-grainedmodel of prometaphase chromosomes
with staircase loop arrangement. (Left, top) The staircase loop arrangement
implies that loops rotate in genomic order around a central scaffold
(supplementary materials). (Left, bottom) Angles of adjacent loops are
correlated and steadily increasing, reflecting a helical arrangement of loops.
(Right) This helical arrangement can be observed as gyres by DNA staining,
and a helical scaffold can be observed in cells expressing GFP-tagged
condensins. (C) Best-fitting P(s) predictions by the staircase coarse-grained
model for late prometaphase t = 30 min (left panel) and t = 60 min (right
panel) after release from G2 arrest (Hi-C data: colored lines; model; gray
lines). (D) Polymer model of prometaphase chromosomes. Chromosomes
are modeled as arrays of consecutive nested loops with a helical scaffold
(outer loops in red; inner loops in blue; also indicated diagrammatically at
bottom right). (E) Goodness of fit for simulated versus experimental P(s).

Polymer simulations were performed with varying the helix height (nano-
meters), the size of a helical turn (megabases), and the sizes of the inner and
outer loops. P(s) was calculated for each simulation.The heat maps show
the quality of the best match between the predicted and experimental P(s) at
prometaphase (t=30min),when two out of four parameters were fixed to the
specified values. (F) P(s) derived from prometaphase Hi-C experiments
(colored lines) and the best-fitting polymer models (gray lines). (Left) t =
30 min; (right) t = 60 min after release from G2 arrest.The average size of
outer and inner loops, length of a helix turn, and helical pitch are indicated.
(G) Parameters of the helical scaffolds from the best-fitting polymer
models. x axis: ratio of the radius of the helical scaffold to that of the whole
chromatid; y axis: ratio of the pitch to the helix radius.The dashed lines show
the corresponding values (0.46 and 2.5122) for the optimal space-filling
helix (84). Classical solenoid configurations are predicted to be in sector III,
whereas the spiraling staircase configurations are in I and II. On the right,
three examples ofmodels of type I, II, and III are shownwith loops bases in red
and several individual loops rendered in different colors. Also shown is a
schematic of a prometaphase chromosome with the helical winding of loops
indicated by an arrow around the loop array. (H) Parameters of the best three
models of prometaphase chromosomes at different time points.
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Model of mitotic chromosome

https://www.youtube.com/watch?v=cJSpWClqb7k



Summary: chromosomes need a motor

Notably, TADs are barely visible in simulated single-cell con-
tactmaps (Figure 3B).Moreover, only a small fraction of contacts
on themap are directly mediated by LEFs. Consistently, polymer
conformations display high spatial overlap between adjacent
TADs, rather than appearing as segregated globules (Figure 3C;
Figure S3A). Indeed, in both simulated and experimental Hi-C
maps, there is only a !2-fold depletion of contacts between
neighboring TADs (Figure 2A; Figure S2C). Together, this dem-
onstrates how TADs emerge as a population-average feature.

Loop Extrusion Recapitulates Results of Experimental
TAD Boundary Deletions
Importantly, the mechanism of loop extrusion naturally recapitu-
lates the results of TAD boundary deletion experiments (Nora
et al., 2012). Upon the experimental deletion of a TAD boundary,
the TAD spreads to the next boundary; this indicates that pref-
erential interactions between loci in a TAD are not hard-wired
and that BEs play crucial roles. This behavior has been
confirmed with targeted disruption of CTCF-binding motifs at
TAD boundaries (Guo et al., 2015; Narendra et al., 2015; Sanborn
et al., 2015; de Wit et al., 2015). Consistently, in our model,
deletion of a BE leads to spreading of a TAD until the next BE
(Figure S1C).

TAD Corner-Peaks Are Not Permanent Loops
Many TADs appear to have peaks of interactions at their corners
in Hi-C data (!50%; Rao et al., 2014). Interestingly, we found that

TADs with and without peaks have similar P(s), suggesting a
similar underlying organizational mechanism, independent of
the corner peak (Figure S2C). In agreement, our model shows
that the mechanism of loop extrusion can produce both types
of TADs, as increasing LEF processivity naturally strengthens
peaks at TAD corners (Figures 2E and 2F; Figure S2A). Interest-
ingly, our simulations show that TADs with visibly strong peaks
do not require permanent contact between BEs, in agreement
with our analyses of Hi-C data (Figures S4F and S4G).
Our simulations, together with previous polymer studies of

chromatin loops (Benedetti et al., 2014; Doyle et al., 2014; Hof-
mann and Heermann, 2015), demonstrate that single stable
loops are incapable of producing TADs. As follows, we refrain
from directly identifying TAD corner peaks with loops. Indeed,
we found that stable loops between BEs provide some of the
worst fits to Hi-C data, with exceedingly strong corner peaks
and a lack of visible TADs (Figure 4; Figure S4D). This stands
in contrast with popular depictions of TADs as loops (Rao
et al., 2014). Instead, our model predicts that TADs with and
without corner peaks result from the collective activity of LEFs
in the region between BEs.

TADs Require Long-Range Insulation
Importantly, insulation between neighboring TADs in our model
does not arise from direct physical blocking of interactions by
BEs. Instead, our model relies on the ability of BEs to regulate
the translocation of LEFs. LEFs allow for insulation to be
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(A) Experimental P(s) (shaded areas) versus simulated P(s) for the 100 best fitting parameter sets (lines, one per parameter set) within TADs (purple) and between

TADs (green). Experimental P(s) calculated from 2-kb contact maps and normalized to one at 4 kb; shaded area shows 10th and 90th percentiles at each genomic

distance. Simulated P(s) shown with vertical offsets from fitting (Experimental Procedures).
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the number of parameter sets among the top 100, while color quantifies the best fit at each processivity-separation pair; a value of 1 indicates a perfect fit.

(C–F) Simulated contact maps for the indicated processivity-separation pairs.
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Fig 6. CTCF as an orientation-dependent boundary element. 
a. Loop extrusion and an orientation-dependent boundary function of bound CTCF elements can 
lead to enrichment of inward-oriented CTCF sites at TAD boundaries, even over large genomic 
distances (see fig. S14). 
b. Accumulation of LEFs at BEs for simulations with processivity 120kb and separation 120kb.   
c. Distributions of CTCF, Smc3, and Rad21 ChIP-seq peak summits in the vicinity of the 4000 
strongest CTCF binding peaks with a detected CTCF motif instance in GM12878. The peak 
summits are oriented relative to the center of the nearest CTCF motif instance. All motif instances 
are oriented in the same direction, depicted by the blue arrow. 
d. Same, but for the weakest 4000 motif-associated CTCF binding sites. 
e. Asymmetry in ChIP-seq peaks of ENCODE factors around the strongest 4000 CTCF ChIP peaks 
with a detected CTCF motif instance. Each dot represents a GM12878 ChIP-seq track. The y-axis 
shows the number of peaks of a factor found within +/- 200 bp of a CTCF motif instance. The x-axis 
shows the difference between the number of factors found on the right of the center of the motif and 
on the left, i.e. asymmetry of the factor relative to a CTCF motif. CTCF in blue, Smc3 in magenta, 
Rad21 in orange, ZNF143 in dark grey, YY1 in green, other factors in light grey. 
f. Same, but for the weakest 4000 motif-associated CTCF ChIP peaks. 
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