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Diagrammatic Approach to Anderson Localization in the Quantum Kicked Rotator
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The phenomenon of Anderson localization in the quantum kicked rotator is analyzed by means of con-
cepts which were originally introduced in condensed matter physics. A diagrammatic language similar
to the impurity diagram technique employed in the theory of disordered conductors is developed. The
method is applied to a calculation of the quantum return probability and leads to results which coincide
(apart from numerical factors) with recent numerical findings.
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Some years ago it was discovered that the quantum
kicked rotator (QKR), traditionally one of the favorite
model systems in the theory of quantum chaos, displays a
host of phenomena akin to Anderson localization (AL)
[1-4]: Unlike its classical counterpart, the dynamics of
the quantum kicked rotator is not governed by unbound
diffusion but rather by an exponential localization of the
Hamiltonians (quasi) eigenstates. Because of surprising-

ly far-reaching analogies between the phenomenon of lo-
calization in the QKR on the one hand and in disordered
metals on the other hand, various concepts originally in-

troduced in condensed matter physics are directly applic-
able to the QKR as well. In particular, it is possible to
define QKRs belonging to each of the fundamental sym-
metry classes (the orthogonal, the unitary, and the sym-
plectic classes) and to realize transitions among them. It
has been shown [5] that the localization length character-
izing the decay of the wave functions depends in the same
universal way on the symmetry as it does in disordered
conductors.

All these localization phenomena were discovered nu-

merically. Indeed, the QKR is particularly suitable for
numerical studies, since it is by definition a strictly one-
dimensional system (which eases its implementation on a
computer) while it shares its localization properties with

quasi-one-dimensional conductors (whose numerical real-
ization is generally much more intricate). To the best of
my knowledge, there is no other localizing model system
for which numerical data of comparable accuracy are
available.

On the other hand, no effective analytical description is

available. Fishman, Grempel, and Prange [11 managed
to represent the QKR in terms of an Anderson-type
tight-binding model. Because of the existence of fairly
complex correlations in the corresponding "disorder po-
tential, " however, that model turned out to be incon-
venient for practical calculations. In this Letter I present
a novel analytical approach to the QKR which is com-
paratively easy to handle and capable of describing the
observed localization phenomena. Conceptually, the
work may be divided into two parts: First I introduce a
diagrammatic representation of the model which is simi-
lar to the impurity diagram technique of condensed
matter physics. In the second part I make use of existing

knowledge about AL and apply it within the newly de-
veloped formalism.

The periodically driven QKR (of orthogonal symmetry;
no other symmetry class will be considered in this paper)
is defined by the time-dependent Hamiltonian

H(t) = —,
' I +kcos(8) gb(t —nz), (1)

where l denotes the (angular) momentum operator, 8 the
(conjugate, [l, 8] = i] ang—le operator, z the kick time,
kz the so-called chaoticity paratneter, and itt is set to uni-

ty. Contrary to disorderd metals, localization in the
QKR takes place in momentum space: Consider a parti-
cle which is prepared at some initial time t =0 in a
momentum state ~l). Relying on purely classical con-
siderations, one may expect that such a state evolves
diff'usively in l space on sufticiently large time scales

Indeed, the l-averaged probability P(d l, t) to find
the particle after time t in a state ~l+Al) obeys the
diffusion law [6]

P(hl, t)=,
12 exp

2

4ttD, it

(al)'
4Dc

(2)

with a diffusion constant D,i=k /4 if the chaoticity pa-
rameter exceeds unity [7]. Contrary to the classical rota-
tor, however, this picture breaks down on large time
scales t & k z: The wave function does not spread dif-
fusively to infinity but is confined to a region Al =0(()
around the initial state where (—k plays the role of a
localization length. Both diA'usive and localized behavior
can be observed in the time dependence of the probability
P(t) to return to the initial state after time t. According
to Eq. (2) we have for short times z « t « k z, P(t) =2/
(4ttD, it)'I while for large times t ) k z,P(t) const/g
(the parametric dependence of the asymptotic value fol-
lows from probability conservation). In the following, I
will introduce a diagramtnatic formalism and illustrate its
application by an analysis of the return probability. Of
course, the method can be used to calculate other observ-
ables as well.

The operator governing the time evolution during one
elementary step z reads [4] U=exp( —izl /2)exp[ —ik
xcos(8)]:=PJ. Accordingly the probability to go from
state ~ii+1) to ~12+ 1) in n time steps can be written as
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Wi, +i i,+i(nz ) —iA (I i+ I,I2+ l,n) i,
where

(a)
'~

+(I1+I I2+ I n) (I2+I I (JP) "Ilia+I&,

(m iPim'& =exp( iz—m /2)6~~,

and (m
i J i

m'& =J (k ) is a Bessel function of order
m —m'. Because of the fact that the J depend only on
coordinate differences the transition amplitudes may al-
ternatively be written as

A (I(+I,I2+I;n) =(I2i(JV) "il i&,

with

(m i
Vim'& =exp[ —iz(m —I) /2]6:= V(m)6

These expressions already suggest the analogy to the
physics of disordered conductors: The transition from
ili& to il2& consists of free "propagations, " mediated by
the Bessel function J (which plays the same role as the

(V(li) V(I2). . . V(I„)V*(li)V*(I2) V*(I„')):= lim
L0~ oo

FIG. 1. Basic diagrammatic rules: (a) Propagators. In all

figures upper (lower) lines represent propagators Jexp(icop+z)
[J exp( —

i&op z)—1. (b) Example of a scattering vertex corre-
lating six coordinates (cf. text).

free Green function in the context of AL), and "scatter-
ing" olf the momentum diagonal phase factors V [Il].
Only the phases contain the averaging coordinate l; even-
tually they will play the role of an on-site disorder poten-
tial [cf. Eq. (3) below]. As in the impurity perturbation
theory of condensed matter physics one may visualize the
propagators J(I —I'):=Ji-i (k) [Jt(I —I')] by straight
lines according to Fig. 1(a). To derive a diagrammatic
prescription for the scattering off the phases V, I consider
the l average of a typical product of 2n factors V as it ap-
pears in the calculation of ihi . lt is easily shown that
for irrational z [9]

[v(t, ) v*(t„')]
2I.p+1 )= —L,

p[ —(iz/2)g;(I —I )], Q, I, =Q, I,'

otherwise.

ex
(3)

tion may be extended over the whole real axis (see
below). Equation (4) already anticipates some properties
of the l-averaged perturbative expansion of the ampli-
tudes 2 in powers of V which follow directly from a re-
formulation of the diagrammatic rules in angle space:
First, the I averaging leads to a sort of "angle" conserva-
tion in 8 space (which is analogous to the momentum
conservation of the impurity-mediated interaction in con-
densed matter physics), whence not four but only three
angle integrations appear in Eq. (4). Second, only the
energy difference co between the energy arguments of the
transition amplitudes enters the result while mp drops out.
Third, the quantity @(p,ro) turns out to be strongly
peaked at small values of p and ro whence the upper
bound of the p integration is inessential. Finally, the ana-
lytic structure of the amplitudes 2 suggests absorbing
the frequency factors exp(icoz) in the diagrammatic
representation of the propagators, i.e., to extend the
definition of the upper (lower) lines in all figures such
that they represent the frequency-dependent expressions
Jexp(iropiz) [Jtexp( irop z)—l and not only J (Jt).

The integral kernel N appearing in Eq. (4) is defined in

analogy with the density-density response function or po-
larization propagator in condensed matter physics. Ac-
cordingly various concepts of solid state theory may
directly be applied to its analysis. Here I have to restrict
myself to a brief summary of the main results. Computa-
tional details of their derivation will be presented else-
where [11]. Like in condensed matter physics, so-called

P(li Ip', n) -= (Ivi, +i i +i(nz))

ip(li —I2) —inurn@( ) (4)2z' "
where

&(p, co):=„d8d8'6&(8, 8', p, ro)

d818'(A (8i, 8+,rop+)A *(8-,8'—;cop—)),
& (8, 8';ro) =(81(1—e'"'JV) (s)

fd8:= (I/2iz) fp d8, 8~ =8~ tl)/2, rop+ =rop~ ro/2,
rop G [0,2z] is arbitrary, and the range of the p integra-

0,
Contrary to the Gaussian distributed disorder potentials
which are commonly employed in condensed matter phys-
ics, the "potential" of the QKR leads to a correlation of
all involved coordinates. While a Gaussian correlated po-
tential is formally equivalent to an elastic two-particle in-
teraction [10], the rule Eq. (3) leads to the appearance of
m-particle vertices, m =2,4, . . . , 2n. This is illustrated in

Fig. 1(b), where the heavy dot means that the sum of all I
coordinates connected to it should equal the sum of all l'

coordinates.
As in the context of AL it turns out to be convenient to

formulate the theory in the Fourier space of the space
where localization takes place. In the present case this
implies a transformation from momentum to angle space.
Turning additionally from times to frequencies I obtain
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ladder diagrams (cf. Fig. 2) play a particularly important
role in the diagrammatic analysis of cIi [12]. More pre-
cisely speaking, any diagram containing both crossed and
noncrossed scattering lines turns out to be parametrically
smaller in powers of k)) 1 than a pure ladder diagram.
In this sense, the parameter k plays the same role as the
disorder parameter (Fermi momentumxelastic mean free
path) in condensed matter physics. Approximating tIi

by a single ladder diagram, one obtains [11] @(p,co)
=@p(P,co) = I/(p D,i

—icos ), i.e. , the solution of a
diAusion equation expressed in Fourier space. Upon in-
sertion into Eq. (4), however, the quantity @p gives only
one half of the right-hand side of Eq. (2). In order to ac-
count for the missing factor of 2 one should note that in a
time-reversal invariant model maximally crossed dia-

grams [cf. the right-hand side of Fig. 3(c)1 and ladder di-
agrams are equivalent [12]. Combining both types one
correctly arrives at Eq. (2). On large time scales, howev-
er, one expects the onset of localization and the simple
diA'usive picture needs to be revised. To this end I em-
ploy the self-consistent (though not fully rigorous) ap-
proach by Vollhardt and Wolfle [13] whose generaliza-
tion to the present application will be sketched in the fol-
lowing.

To begin with, let me introduce an auxiliary quantity
@(0,0', p, co) =Jt(0~)J(0 )e '"'cd(0, 0', p, co) which dif-
fers from @ just by the trivial truncation of a pair of
propagators. In terms of a Dyson equation [cf. the di-
agrammatic representation in Fig. 3(a)], cIi may be writ-
ten as

N(0, 0', p, co) =@p(0,0', P, co)+ dOid02bp(0, 0i, y, co)

x J(Oi+)J (Oi )e' 'U(0 0i$, $, c)oJ(0/+) J (Op )e' 'e(02, 0', y, co)], (6)

where U is defined as the set of all two-particle irreducible diagrams without the single scattering line [cf. Fig. 3(b)].
Before turning to the solution of Eq. (6), let me point out that as a result of fairly general [11,13] considerations,
@(p,co) must behave like cI&(&=o,co) =1/ —icor as co approaches 0. For small values of tt and co, any solution of Eq. (6)
therefore takes a generalized "diA'usive" form

(7)e(y, co) =
D(co) tt

2 icoz-
where D(co) will in general be frequency dependent. Equation (6) is much too complicated to be exactly solvable. On
the other hand, any approximate solution has to result in an expression of the form Eq. (7), i.e. , no p- and co-

independent term must appear in the denominator. A particularly efficient way to fulfill this requirement is to employ a
certain Ward identity (cf. Ref. [13])which generalizes to the present context as fdOU(0, 0', p, co) =0. The derivation of
the Ward identity constitutes the most intricate part of this work and will be discussed elsewhere [11]. Coming back to
Eq. (6), I notice that it becomes an easily solvable algebraic equation if one makes the (physically plausible) assumption
that fd04(0, 0', p, co) does not depend on the initial coordinate 0 in the long time (small co) limit. Expanding the propa-
gators attached to U in powers of p and using the Ward identity one thus obtains

e(co, it) =
cIip '+(kp) fdOdO'sin(0)U(0, 0', p, co)sin(0')

i.e., the problem of finding a solution for 4 boils down to
an analysis of the vertex U. Since we are interested in the
behavior of @ for small p and co, it is natural to keep only
terms which diverge strongest in this limit. A particular-
ly simple infrared divergent contribution to U is the maxi-
mally crossed diagram depicted in Fig. 3(c). As a conse-
quence of the model's time-reversal invariance,

[U(0, 0', y, co] 0 s d =ep(0, 0', 0+0', )co,

which leads to

P
I

~ P

I

P

D (co) =D,i D, i//xq dc'(D, iy
2 i co—r)—

(c)
max. cr.

2)

FIG. 2. Ladder type or diA'uson diagram.

FIG. 3. (a) Dyson equation for the exact kernel b. The re-
lated quantity @ may be obtained by attaching a pair of lines to
the left-hand side of all blocks. (b) Irreducible vertex U. (c)
Contribution of the maximally crossed diagram to U.
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upon insertion in Eq. (8). The second term in this equa-
tion is the QKR analog of the well-known weak localiza-
tion correction. This first nonclassical contribution, how-

ever, does not yet suftice to explain the strongly localized
behavior observed on very small frequency scales. A
more general expression for the diff'usion constant may be
derived by relating the vertex U to the compiete function
&0 (i.e. , not just to @o) along the lines of Ref. [13]. As a
result one obtains the self-consistent equation

diA'erent symmetry classes. I hope, however, that the for-
mulation of the model as it was presented above will pro-
vide a suitable basis for the development of a more so-
phisticated, possibly field theoretical description.

I have profited from discussions with B. L. Altshuler,
N. Argaman, F. M. Dittes, S. Fishman, U. Smilansky,
and H. A. Weidenmuller and would like to thank
MINERVA for financial support.

D(~) =D,~+ „dtt, . (9)
D(to) tl)

z i to—r

In the respective limits co) 1/(k r) [co & I/(k r )] cor-
responding to time scales shorter (longer) than the "lo-
calization time" t~ —ik, the equation is solved by D
=D,~(D= —itork /16). Insertion of the long time ex-
pression into Eq. (4) leads to a constant P (n» k )
=2tr/k, which overestimates the result of Ref. [4] by a
factor of -2.

Although the fully diagrammatic method presented in

this Letter provides a reasonable description of the phe-
nomenon of QKR localization, it suffers from some unsa-
tisfactory aspects and the present state of the theory has
to be regarded as incomplete. The approach consists of a
manual but self-consistent summation of those diagrams
which are expected to be strongest infrared divergent.
Because of their rapidly increasing complexity, however,
only the simplest of these diagrams (1-loop diagrams in a
diagrammatic language) can be kept while more complex
but as badly divergent contributions have to be dropped.
In QKRs of different symmetries, however, 1-loop dia-
grams are absent (unitary symmetry) or even have a
delocalizing effect (symplectic symmetry) such that
higher order diagrams necessarily have to be taken into
account. In other words, the present approach is incap-
able of describing the most interesting transition between
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